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Chapter 1

Introduction

The threat of Distributed Denial of Service (DDoS) attacks on Internet systems has not diminished.  These attacks are insidious and difficult to handle. Research in to handling them, as well as tracing their inception focuses on both the end system and the infrastructure. The difficulty lies in distinguishing between an attack and a legitimate large number of attempted connections over a short period of time. The effect of these two is of course the same, but the response will most likely be different.

In general, a policy is set and implemented to respond to the DDoS attacks. This policy cannot always be

enforced by the systems being attacked. Some of it requires human intervention. However, host and infrastructure systems should be configured in a way as to implement the parts of the response policy that can be enforced by technical means. 

While the architecture of a local, private network, can indeed mitigate and sometimes even stop the DDoS attack, this solution is isolated and does not provide others with help against the same attack.  This project proposes a solution to the DDoS attack in which the local systems take action to defend themselves as well as coordinating with other entities in the Internet to help mitigate, notify and trace the DDoS attacks. This solution is an extension of an existing DDoS Attack Network, Autonomous Anti-DDoS Network (a2d2). [C02]

1.1 Denial of Service Attacks(DoS)

There are many manifestations of Denial of Service attacks but they ultimately have the same objective - to deny or degrade a user's ability to legitimately access network or host based services. DoS attacks accomplish this by exhausting the limited resources of network bandwidth by packet flooding or exhausting host resources by consumption of CPU cycles, random memory, static memory or data structures [T02].

DoS attacks can generally be classified as either a Flood Attack or a malformed (or crafted) Packet Attack. Attacks originate simultaneously from several compromised sources are classified as Distributed DoS attacks.

Fundamental to the IP protocol every packet has a source and destination address field that is used to determine the originating and destination end points. The process of forwarding these packets by intermediate routers partly relies on the destination field; the source address will only be used when a response to the packet is required. This makes the implementation of DDoS flooding attacks easy to accomplish because fake or “spoofed” source addresses can be used, and packets will generally be forwarded unchallenged to the specified destination. This allows a DoS or DDoS attack to be carried out from any location and with total anonymity.

If an attack is underway from a single address then it is possible to arrange for a “block” of the offending source IP address at the ISP or the border router. However, when a DDoS attack occurs the problem is not as easy to resolve because packets appear to be coming from hundreds or even thousands of different hosts, there is absolutely no point trying to implement temporary Access Control Lists on routing devices or modify the border Firewall rulebase, it is too late - you are left at the mercy of the attack under way. The types of attack can also take the form of a single “one shot” crafted packet originating from a single host to thousands of packets per second originating simultaneously from multiple hosts.

1.2 Distributed Denial Of Service Attacks(DDoS)

There are many types of DDoS attacks. However they all have the same signature. A DDoS is a Denial of Service (DoS) attack in which many unwitting participants have been unknowingly recruited to initiate attacks.  The end goal is generally to disrupt the victims systems such that they are no longer able to provide the service expected. 

.

The normal DDoS attack architecture works upon the basis that the required hosts to launch the attack from have already been identified and compromised via Trojans or “backdoors”[B02]. In a DDoS scenario the Intruder (also called the Attacker or Client) issues control traffic to the Master (also called the Handler) which, in turn then issues commands to the Daemon (also called an Agent, Broadcast program or Zombie). The Daemons that are at the end of this command chain finally initiate the attack traffic against the Victim. This distributed architecture increases the attack capability many times over and allows the Intruder the means to remain undetected as shown in Figure 1 below.
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Figure 1.2 Typical DDoS Architecture [C03]

The distributed nature of these attacks makes it extremely difficult to trace and stop these kinds of attacks. While one attacker will most likely not be able to generate enough traffic to effectively shut down a large commercial site, the cooperative power of the diverse set of attack agents can easily make any network inoperable [C02].

Chapter 2

DDoS Defense

In general, DDoS defense is broken down in to three areas: 1) Intrusion Detection 2) Intrusion Prevention and 3) Intrusion Response. 

2.1 Intrusion Detection

“Intrusion Detection (ID) is like chess, or a game of network cat-and-mouse.  ID software to date commonly analyzes the actions of an attacker in more or less linear terms: “this stream of packets matches a stream known to be a smurf, SYN, or other known attack signatures.” Signature-based ID systems are adequate to deal with misuse intrusions, but can’t deal with out-of-the-box thinkers who pen-test, audit, or attack networks, purposely thinking non-linearly with the expectation of ultimately discovering code, policy, and logic flaws. They also can’t adequately deal with anomalous behaviors and resulting intrusions, e.g., the disgruntled insider who abuses authorized access, the unwitting user who is victimized by a worm, the server that is back-doored.” [T02]
The best defense against DDoS attacks is to prevent initial system compromises. Generally, this involves installing patches, anti virus software, using a firewall and monitoring for intruders. However, even vigilant hosts can become targets because of lesser prepared, less security aware hosts (especially if these hosts have always-on high-speed internet connections). Many systems are compromised because patches for vulnerabilities reported and fixed months beforehand were never installed. Similarly, such systems have anti-virus software that is not up to date. 

2.2 Intrusion Prevention

Intrusion Prevention goes beyond detection. The ultimate aim of Intrusion Prevention is to neutralize an attack before it reaches the firewall.

It is difficult to specifically defend against becoming the ultimate target of a DDoS attack but protection against being used as a daemon or master system is more easily attainable. To this end, the following measures should be met (Gary Flynn, 2000): 

· Check for frequent patches and subscribe to automatic vendor notifications 

· Attempt to understand the vulnerabilities in your software and configuration 

· Disable unnecessary network software 

· Only accept program files from trusted sources (or at least be cautious) 

Another prevention technique is vulnerability or penetration testing. This is the act of determining which security holes and vulnerabilities may be applicable to the target network or hosts. The penetration tester or attacker will attempt to identify machines within the target network of all open ports and the operating systems as well as running applications including the operating system, patch level, and service pack applied. 

The vulnerability testing phase is started after some interesting hosts are identified via the nmap scans or another scanning tool and is preceded by the reconnaissance phase. Nmap will identify if a host is alive or not and what ports and services are available even if ICMP is completely disabled on the target network to a high degree of accuracy.

2.3 Intrusion Response

Once an attack has been determined to be in progress, the immediate response is to identify the source of the attack and block traffic from that source. However, as noted in section 1.2, in a DDoS attack it is normally quite difficult to determine the true source of the attack. As a result of this, most Intrusion Response systems do whatever is necessary to mitigate the affect that the attack has on the system resources, and generally do not go farther to trace the source, or notify others of potential attacks.

Generally the Intrusion Response system must provide a policy by which the affected systems can tolerate the attack. This is usually a traffic blocker or traffic rate limiting approach. In this way however, legitimate clients will have their service degraded as well since it is very difficult to know the true source.

This project proposes to enhance the Intrusion Response mechanism of the existing Autonomous Anti-DDoS Network (A2D2). The proposal will incorporate a more global response mechanism, one that tries to actively trace the true source of the attack, as well as notifying others as to which clients are potential attackers. It goes even further in that it will employ a known list of proxy servers by which to reroute the legitimate client traffic in an effort to reduce the affect on the victims. This rerouting will also be used to isolate the attack traffic, which in turn will help in the tracing efforts.

Chapter 3

Autonomous Anti-DDoS Network (A2D2) And Beyond

3.1 A2D2 design

The Autonomous Anti-DDoS Network (A2D2) was designed and implemented by Angela Cearns as part of her University of Colorado, Colorado Springs Masters Thesis. The goal of the design of A2D2 was to combine various technologies and make necessary improvements to achieve autonomous attack mitigation similar to that attained by elaborate expensive architectures. The A2D2 network is specifically designed to enhance quality of service during bandwidth consumption DDoS attack. The A2D2 design follows four main guiding principles [A02]:

· Affordable

· Manageable

· Configurable

· Portable

A2D2 utilizes a well-known Intrusion Detection System (IDS), Snort. Snort is an open source, lightweight IDS.  More information about Snort can be found at: http://www.snort.org.

For A2D2, Snort was modified to include new module plug-ins. Of these, there are two which are important to the discussion of this project. First, a module was added which detects when traffic flooding is occurring.  This detection is based on a static set of limits as set by the system administrator.  Second, a rate limiter module was added that supplied that modified the packet filtering tables on the Linux firewall to achieve a rate reduction for certain types of traffic. 

A2D2 does include other features, but for the purposes of this project these are not discussed.  In figure 3.1, the full implementation of the A2D2 network is shown.

[image: image12.wmf]
Figure 3.1 – A2D2 Implementation [A02] [image: image13.wmf]
3.2 And Beyond – A Technical Primer

The initial design and implementation of A2D2 was excellent for local traffic response to a DDoS attack. The use of Snort module plug-ins along with the extended capabilities of a Linux router were very effective in maintaining network Quality of Service (QoS) even while under heavy attack. There are opportunities to extend this design to include a more global attack response.  There are several new protocols and open source features that will be used to extend A2D2 to take a more global response view.

3.2.1 Intrusion Detection and Isolation Protocol (IDIP)

The Intrusion Detection and Isolation Protocol (IDIP) was developed to support real-time tracking and containment of attacks that cross network boundaries.  IDIP was developed to provide responses in two stages: (1) an initial immediate response that may be relatively harsh but is relatively short-lived, and (2) a more reasoned, optimal response that is more effective at meeting the system’s overall operational needs while attempting to contain the attack.

Figure 3.2.1-1 shows the various components that can participate in an IDIP-based response. Intrusion Detection components initiate IDIP response messages, and can support damage assessment and recovery within the local environment. Boundary controllers provide network based response mechanisms by blocking the intruder’s access to network resources. A centralized network management component, call the Discovery Coordinator, receives intrusion reports and audit data from other IDIP nodes, enabling it to 1) provide administrative personnel with a global picture of the system intrusion status and 2) coordinate the overall system response to attacks.
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Figure 3.2.1-1 – IDIP Nodes [NB02]

IDIP has evolved into a number of protocols. 

a. IDIP Message layer. This layer also includes the following protocols:

· HELLO protocol for neighborhood management

· Neighborhood key information distribution

· IDIP authentication header

· IDIP encapsulating security payload

b. IDIP Application layer

Each of these protocols is largely independent of the others, allowing modification of one with minimal impact on the others. 

The IDIP application layer protocol coordinates intrusion tracking and isolation. IDIP systems are organized in to IDIP communities (as shown in figure 3.2.1-2). Each IDIP community is an administrative domain, with intrusion detection and response functions managed by a component called the Discovery Coordinator. Communities are further organized in to IDIP neighborhoods. These neighborhoods are the collection of components with no other IDIP node between them. Boundary control devices are members of multiple IDIP neighborhoods.
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Figure 3.2.1-2  IDIP Community [NB02]

IDIP’s objective is to share the information necessary to enable intrusion tracking and containment. Figure 3.2.1-3–8 illustrates how IDIP accomplishes this intrusion response. When an attack traverses an IDIP-protected network, each IDIP node along the path is responsible for auditing the connection.
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Figure 3.2.1-3 Attack Scenario [NB02]

Upon detection of an attack, the detecting IDIP node determines the appropriate initial response and if a response is warranted, notifies its neighbors of the attack. Each IDIP node makes a local decision as to what type of response is appropriate based on the attack type, attack certainty, attack severity relative to the type of attack and vulnerability of the systems under attack. It also includes data about what other IDIP nodes have done and local policy rules. The attack responses are appended to the attack description prior to forwarding the attack description to neighboring IDIP nodes. This enables IDIP to trace the attack back to the edge of the IDIP-protected system, taking the appropriate responses along the way. Nodes that receive reports from IDIP neighbors determine if they are on the attack path before forwarding the attack report. This process continues until the edge of the IDIP community is reached.
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Figure 3.2.1-4 IDIP Neighborhood Local Response [NB02]
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Figure 3.2.1-5 IDIP Remote Boundary Controller Response [NB02]
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Figure 3.2.1-6 IDIP Remote Boundary Controller Response (continued) [NB02]
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Figure 3.2.1-7 IDIP Intrusion Reporting [NB02]
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Figure 3.2.1-8 IDIP Discovery Coordinator Optimal Response [NB02]

Each IDIP node sends a copy of the attack report to the Discovery Coordinator. The Discovery Coordinator can then correlate reports to gain a better overall picture of the situation as well as issue directives back to the individual nodes.  The discovery coordinator is expected to be co-located within the domain’s network, providing the Discovery Coordinator with the network global topology, enabling the selection of optimal responses to mitigate an attack.

It is important to note that not only IDS’s and controllers may participate in an IDIP system. Hosts can participate as well as shown in figure 3.2.1-1. IDIP enabled hosts allow the intrusion to be traced back through these hosts. With host participation in IDIP neighborhoods these neighborhoods can become quite large. Also, there is the open issue of the ability to trust some of the IDIP nodes in the neighborhood. If these hosts have a large number of vulnerabilities for an attacker to use, these IDIP nodes become much less trustworthy. IDIP has features that enable it to distinguish these less trustworthy components from the more trustworthy ones.

 IDIP is designed for multicast operation. At the application level all neighborhood communication is multicast. 

3.2.1.1 IDIP Discovery Coordinator

As mentioned above, IDIP is organized in to two primary protocol layers: the IDIP application layer and the IDIP message layer. The application layer handles intrusion tracking and containment through three major message types 91) trace, (2) report and  (3) Discovery Coordinator. 

Trace message requests are sent when an event or sequence of events are detected that are determined to be sufficiently intrusive enough to warrant a response. Trace request messages contain and event description, including a description of the connection used by the intruder. Also included is a directive from the detector that specifies whether this even requires blocking in addition to tracing. Each node that receives a trace message is not obligated to perform the specific blocking directive, but is required to perform the trace function. An IDIP report is a copy of the trace message that is sent to the Discovery Coordinator by each component that receives a trace message.

Once the Discovery Coordinator has determined an optimal response, it sends directives out to nodes who responses requires altering. There are two types of Discovery Coordinator directives; (1) an undo message requests that the node reverse a previously taken IDIP blocking action and (2) a do message to take another action. The Discovery Coordinator may request any action supported by the local response component.  If the Discovery Coordinator is co-located within the system management infrastructure, then the Discovery Coordinator can use the network management resources to take actions at non-IDIP nodes. It is this flexibility, to both direct action at IDIP and non-IDIP nodes that makes the Discovery Coordinator an excellent target for extension of the A2D2 system.  

The Discovery Coordinator represents a single point of failure in the IDIP system, making it a target for denial of service attacks. However, if the Discovery Coordinator is not available for directing an optimal response, the IDIP nodes can continue with their local responses until the Discovery Coordinator comes back online. 

The central design issue between IDIP nodes is the development of a standard and flexible language. IDIP uses the CISL [DAR02] developed by the CIDF working group as the language for describing attacks and responses. 

An IDIP Community is one in which the IDIP neighborhoods share a common Discovery Coordinator. In this way, the Discovery Coordinator is the global response mechanism and is well suited for pushing back an attack, as well as notifying others of the attack.

When an IDIP node sends or processes a trace message it sends a copy of the attack description and responses to the Discovery Coordinator in an IDIP report message. This enables the Discovery Coordinator to know the path of the attack and the response taken by each node along the path. The Discovery Coordinator also has access to other system-wide information such as topology and component vulnerabilities. As a result, the Discovery Coordinator has the ability to understand the full situation and generate a system-level optimal response. Also, as noted above, the Discovery Coordinator is free to act on other IDIP nodes or non-IDIP nodes. This flexibility is at the heart of the design for the next version of A2D2.  This flexibility allows easy integration of new components. This is essential because the field of DDoS attack response is new, not very well understood and the generation of system-level actions depends on the attack posed. As depicted in figure 3.2.1.1-1 the Discovery Coordinator can support multiple application processes to perform various system-level functions.
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Figure 3.2.1.1-1 Discovery Coordinator Application View [NB02-1]

As shown, it is possible to have multiple correlation engines. Each of these engines receives all attack reports from the system. This feature aids in situation understanding. The multiple response engines propose optimal responses based on the attack reports they have seen. The response engines use the attack data along with the system topology to determine specific locations where an attack might be blocked and then determines which location and blocking rule minimizes the overall cost to the system’s mission. The  Response Manager can then choose which response is best suited for a specific situation.

3.2.1.2 Service Location Protocol

Service Location Protocol (SLP) is an IETF standards track protocol that provides a framework to allow networking applications to discover the existence, location, and configuration of networked services in enterprise networks. Traditionally, in order to locate services on the network, users of network applications have been required to supply the host name or network address of the machine that provides a desired service. Ensuring that users and applications are supplied with the correct information has, in many cases, become an administrative nightmare.  [OpenSLP]

Protocols that support service location are often taken for granted, mostly because they are already included (without fanfare) in many network operating systems. For example, without Microsoft's SMB service location facilities, "Network Neighborhood" could not discover services available for use on the network and Novell NetWare would be unable to locate NDS trees. Nevertheless, an IETF service location protocol was not standardized until the advent of SLP. Because it is not tied to a proprietary technology, SLP provides a service location solution that could become extremely important (especially on Unix) platforms.

Like all Internet Engineering Task Force (IETF) standards, Service Location Protocol (SLP) is described in great detail by documents called Request For Comments (RFC). 

For these, the reader is referred the following RFCs: 

RFC 2608 - Service Location Protocol, Version 2 
RFC 2609 - Service Templates and Service Schemes 

RFC 2610 - DHCP Options for Service Location Protocol 

RFC 2614 - An API for Service Location Protocol

SLP can eliminate the need for users to know the names of network hosts. With SLP, the user only needs to know the description of the service he is interested in. Based on this description, SLP is then able to return the URL of the desired service. 

In many cases, SLP can eliminate the need for software applications to prompt users for host names, or to read host names from configuration files. 

SLP is a unicast and a multicast protocol. This means that the messages can be sent to one agent at a time (unicast) or to all agents (that are listening) at the same time (multicast). A multicast is not a broadcast. In theory, broadcast messages are "heard" by every node on the network. Multicast differs from broadcast because multicast messages are only "heard" by the nodes on the network that have "joined the multicast group". 

One of the most important parts of the SLP specification is the standard Application Programmers Interface (API). The SLP API is an interface that allows programmers to use SLP in their applications to locate services. Without the API, SLP would be little more than a specification. With the API, developers can  easily add SLP based features to their programs. 

The following is a list of the major SLP API function calls (more information can be found in "OpenSLP Programmers Guide" or RFC 2614): 


SLPReg() 
Registers a service URL and service attributes with SLP. 

SLPDeReg() 
Deregisters a previously registered service. 

SLPFindSrvs() 
Finds services based on service type or attributes. 

SLPFindAddrs() 
Obtains a list of attributes for services registered with SLP. 

SLPFindSrvTypes() 
Obtains a list of the types of services that have been registered with SLP. 

Chapter 4

Anti-DDoS Network V2.0 (A2D2-2)

4.1 A2D2 – Bringing it all together

As noted above, the original A2D2 design and implementation was well suited for local response to a network attack. The plan for A2D2-2 is to globalize the attack response that this technology offers, as well as taking steps to notify other systems on the network of the possibility of an attack. 

Keep in mind the IDIP and SLP primer from Chapter 3. These two technologies are at the core of the extension of A2D2 for globalization in attack response.

4.1.1 IDIP and Snort

As seen in figure 3.1, the A2D2 architecture makes heavy use of an existing Intrusion Detection System (IDS) named Snort. Snort is an open source product which can be extended to include new technologies and features. The first part of the enhancements to the Snort IDS used in A2D2 to achieve A2D2-2 involves making the Snort IDS IDIP-enabled. This involves nothing more than attaching a new alert rule that specifies in the event of a specific perceived attack, the Snort IDS will take steps to do the local response, as it currently does, as well as notifying the IDIP Discovery Coordinator and any registered IDIP nodes of the attack.  

The Discovery Coordinator application is at the heart of the globalization of A2D2-2. As shown in figure 4.1.1-1 below, the Snort IDS is also an IDIP application server. The result of this combination is that upon detection of an attack, Snort will trigger the IDIP application to send a message requesting a trace to any other IDIP nodes, along with forwarding on the attack specifics to the Discovery Coordinator. The Discovery Coordinator will then determine the best response.
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Figure 4.1.1-1 A2D2-2 Local Network Architecture

4.1.2 IDIP, SLP and A2D2-2

At the heart of the new functionality for A2D2-2 is the combination of the IDIP, SLP and A2D2 feature sets. The IDIP Discovery Coordinator will assume responsibility for the global response to the network attack. The Discovery Coordinator will make use of its ability to communicate with non-IDIP nodes. It will also be modified to support SLP. In this way, the Discovery Coordinator will be able to dynamically discovery any available proxy servers that have registered their services with SLP. Upon detection of these servers, the Discovery Coordinator may issue a directive to the clients or client-DNS servers to redirect traffic through the newly discovered proxy servers. The importance of doing this is illustrated in figure 4.1.2-1 below.
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Figure 4.1.2-1 Alternate Routes and DDoS Attack [C03]
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Figure 4.1.2-2 Effect of Alternate Routes during DDoS attack [C03]

As is shown in figure 4.1.2-2 above, if the legitimate client traffic is rerouted to alternative gateways, the stress on the local network is reduced. The gateway that is experiencing the DDoS traffic can then block all incoming requests. In this way, the legitimate client requests are serviced with no degradation in QoS.

The enhancements to the existing A2D2 infrastructure will include the addition of IDIP nodes, some applications, some message, and one Discovery Coordinator. The Discovery Coordinator will be implemented to be SLP capable. Upon detection of an attack, the Discovery Coordinator will use SLP to discover the alternate proxy servers that have been registered for the use of networks under attack. Using SLP to do this discovery ensures that: (1) the proxy servers will be legitimate (2) the connection for location of these proxy servers is secure. It is assumed that the proxy servers that have registered themselves as available have done so in a well-understood and secure way. 

Once the Discovery Coordinator locates alternate gateways, it will notify the clients and/or client DNS servers to reroute traffic to these alternate gateways. The use of IDIP is critical to enabling the separate of legitimate client traffic from those that are attempting the DDoS attack. The traffic from the clients that are contributing to the DDoS attack will maintain the connection to the original gateway. The original gateway will receive a directive from the Discovery Coordinator to block all incoming traffic.

Figure 4.1.2-3 below shows the Discovery Coordinator interaction with the proxy servers and clients to achieve rerouting of legitimate client traffic. 
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Figure 4.1.2-3 A2D2-2 & SLP to Generate Alternate Routes

4.1.3 Future work for A2D2-++ (To Infinity And Beyond!)

As noted, there are still several open issues with this architecture. In this section I will discuss some potential future projects for the Anti-DDoS Network System.

4.1.3.1 Redundant Discovery Coordinators

Currently, the IDIP Discovery Coordinator is a single point of failure in this system. One possible future enhancement to A2D2-++ would be to introduce the notion of a set of redundant Discovery Coordinators. This redundancy would involve additions to the existing IDIP protocol to enable multiple coordinators to communicate and effectively determine the best response to an attack.  Or, it could be modified in such a way as to enable a Master IDIP Discovery Coordinator, with a fail-over response as part of the IDIP protocol in the event that the Master IDIP Discovery Coordinator fails.

4.1.3.2 Discovery Coordinator Response Optimization Enhancements

The initial implementation of A2D2-2 will include a reasonably minimal set of response rules that the IDIP Discovery Coordinator will use to determine the optimal response to a specific attack. There is much more work that can be done in this area, to incorporate more sophisticated response rules. The incorporation of these could include a dynamic ability to update response rules as the nature of the attack changes.

4.1.3.3 Updates to Snort

Currently, Snort requires manual configuration of the rules files used to determine which action to take in the event of a match of a pattern. These patterns are generally well-known, published attack patterns. However, the system administrator is required to be constantly aware and vigilant and to monitor all advisory sites for new information. If a mistake is made in the input of these rules, an attack can be missed. One possible extension to Snort is to enable the automated, online updating of the attack rules deleting those that are no longer considered a threat and adding new ones as the advisories are posted.

4.1.3.4 Secure DNS

One open issue still to be resolved is the ability to notify the DNS server when a change in route is required. This notification, in order to be affective for blocking the bad traffic, must be hidden from the client(s) which are causing the bad traffic. Secure DNS is one way in which this could be achieved.
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