Report on degrading ddos attacks testbed

By Yu Cai

1) Overview of degrading ddos testbed.

We have set up a degrading ddos attack simulation test bed and did some initial test.

In the testbed, we use a linux machine (Lamar) to simulate the gateway, and machine Delta to simulate the target server. We use two other machines (eca, athena, might use frodo, viva, race later) to launch Degrading DDoS attacks against the gateway. We put a 10/100M hub in front of gateway. In some scenarios, we can make the impact of DDoS attacks more significant by constrain the hub baud rate to 10M.
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Figure 1: Degrading DDoS attack simulation testbed

2) Traffic control and rate limiting on attacker machine.

To simulate the degrading ddos attacks, we need to be able to control the rate of attacking traffic from attacker machine. We used the following two ways to achieve this goal.

a) Modify the ddos attack tools directly to control the attacking rate. We have enhanced the popular ddos attacking tools stacheldrahtV4[1] to enable attacking rate control.

b) Put traffic control and rate limiting software in the attacking machine to control the attacking traffic indirectly.

Below is some detailed information on traffic control and rate limiting.

We use Linux Advanced Routing & Traffic Control package (LARTC) [2, 4, 5] and Linux iptable rate limiting [6].
A simple script using LARTC will be like the followings.

	tc qdisc add dev eth0 root tbf rate 220kbit latency 50ms burst 1540


Or using iptable rate limiting module 

	iptables -A OUTPUT -p ICMP -icmp-type echo-request -m limit -limit 10/second -limit-burst 30 -j accept


3) Types of degrading ddos attacks.

Our degrading DDoS testbed can launch the following types of attacks:

a) Attacks using illegitimate message or half message, like SYN flood attack. We enhanced the existing DDoS tools like stacheldrahtV4[1], we also developed our own HTTP/DNS SYN attack tools.

Most current firewall and OS can filter out this type of attacks. For example, in an example of http connection establishment, the clients send a large amount of SYN messages to the server (step 1), the server puts those SYN messages in a SYN-RCVD queue, then responses back to client with SYN-ACK messages, only after the client replies back with ACK (step 2), the server will move the request from SYN-RCVD queue to accept queue, and set up http connection for it.

b) Attacks using legitimate message, but with “malicious” intention. For example, if a client uses program to launch thousands of http requests in a short period of time, it may dramatically overload the web server and slow down the performance. 

We utilize httperf [7], webbench [8] to generate large amount of http requests as attacking tools. We also developed our own HTTP/HTTPS attack tools.

[image: image2.png]Server

cien
s T
| -
o
g“ﬁ © Listen Sockel
] o)
R ek
[
A4
© &g
1 ¥

Figure 1: HTTP Connection Establishment Timeline




Based on the purpose of attacks, we could also classify the attacks into two categories:

a) The primary goal of the attacks is to consume the network bandwidth. For example, the TCP/ICMP/UDP/SYN attacks launched by StacheldrahtV4. 

b) The primary goal of the attacks is to consume the server resources (like CPU cycle, memory etc.) rather than the network bandwidth. For example, the DNS flood, or HTTP flood. 

Our testbed can launch both types of above attacks.

4) Impact of Degrading DDoS attack

Degrading DDoS attacks launch low rate attacking traffic to avoid the Intrusion Detection System (IDS) detection. The purpose of Degrading DDoS attacks is not to completely or seriously hamper the target system. 

One example of Degrading DDoS attacks is like the follows: some attackers launch http attacks from several machines, the attacking traffic from each machine is below the IDS threshold, and the combined attacking traffic only count for a portion of total incoming traffic, like 20 - 30%.

Degrading DDoS attacks might not have significant impact on server performance most of the time. But because of the characteristic of apache web server, under certain circumstances, degrading DDoS attacks will cause problems.

(The following diagrams are quoted from papers [10]. The web bench software in our lab has certain limitation; therefore the result got from our webbench is not countable. I am still working on how to measure the web server performance.)

a) Small amount of busty traffic can degrading server performance significantly [10].
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Figure §: Web server throughput under bursty conditions versus request rate




b) Degrading DDoS attacks make web server get into saturated point and crash point earlier.
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Figure 7: Web server throughput versus request rate




c) In rush hours, when server overload,  the traffic from degrading DDoS attacks will be the last straw to crash a camel.

5) Overview of our degrading ddos defense mechanism.

There are two main parts in degrading DDoS attacks defense mechanism: traffic control and resource allocation. (Figure 8).

Traffic control is used to classify the incoming traffic into different classes based on their behavior pattern, and assign bandwidth limitation for each class. Traffic control  is done on firewall or gateway by utilizing class-based-queuing (CBQ) and rate-limiting. We can refer to Angela’s A2D2 thesis. [9]

Resource allocation is used to allocate server resources to incoming traffic queue. Resource allocation is done on server side. For detail, refer to Ganesh’s report.
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Figure 8: Overview of 3DoS mechanism
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