Brain-Computer Interfaces (BCIs) employing Electroencephalogram (EEG) signals are powerful mechanisms for controlling prosthesis without physical manipulation. Current methods of processing EEG signals are either limited in their accuracy or in their flexibility, both of which hinder their broad use and application. EEG signals have exceptional temporal resolution but are comparatively lacking in spatial resolution which can make deep features of their signals difficult to interpret. Vision Transformers (ViTs) specialize in extracting patterns and features in images and categorizing them by detecting the importance of image regions in relation to other regions. This functionality makes ViTs strong candidates for translating EEG signals into specific motor functions. Transfer learning is the act of using a model trained on a similar task as a baseline for the intended task to reduce the amount of data required and improve classification accuracy. This paper proposes the use of Transformers and subject transfer to more effectively classify EEG signals as movements of individual fingers.

2 Related Works

In 2017, Google Brain and Google Research, teams of top machine learning specialists at Google, published their paper “Attention is All you Need.” This influential paper introduced a novel neural network architecture known as a Transformer (Vaswani et al. 2017). Transformers employ “self-attention” which allows the network to identify the import-
tance of elements in the input in relation to other elements in the input.

Transformers are the new preferred architecture for Natural Language Processing (NLP) tasks due to their ability to learn how words in a sentence relate to other words. Furthermore, Transformers are rapidly becoming one of the preferred methods of classification in Computer Vision (CV) due to their ability to extract information about how certain pixels of an image relate to other pixels. This could prove useful in EEG and ECoG classification because regions in those signals are not independent of other regions.

Convolutional Neural Networks (CNNs) are similar to traditional dense artificial neural networks in their functionality. Both serve to extract deep features in a data set to classify new data, but due to the structure of CNNs, CNNs tend to use significantly fewer parameters while maintaining comparable accuracy with two- and three-dimensional data such as images. Instead of connections between every individual node, CNNs utilize "kernels." A kernel can be thought of as a small filter that passes over the image and accentuates desirable features.

CNNs excel in mapping convoluted patterns in images to an output variable. They are currently one of the default solutions to prediction problems involving image data as inputs. Consequently, CNNs are a method of identifying deep features of EEG data and classifying them as movement of a specific body part (Sadiq et al. 2022).

In 2021, Ieracetano et al. (2021) showed strong results in using Convolutional Neural Networks (CNNs) to discriminate between open-hand/rest and closed-hand/rest positions using EEG signals. Their work was able to classify pre-hand closed versus rest and pre-hand open versus rest with an accuracy of approximately 90%. Furthermore, they were able to discriminate between preparation of different sub-movements with a precision of approximately 62%.

Kim et al. (2021) discovered that employing Sequential Transfer Learning has the potential to further increase classification accuracy of Motor Imagery (MI) of hand, foot, and tongue movements. Their pre-trained model correctly identified the body part being moved with an accuracy of 63.8% (with transfer learning) compared to a baseline of 61.6% (without transfer learning). Consequently, the performance of their MI-BCI showed improvement when compared to previous CNN-based approaches. In cases with smaller datasets, it can be beneficial to train on similar data prior to fine-tuning on the intended dataset.

In their 2022 paper, Khademi et al. (2022) constructed a hybrid CNN and Long-Short Term Memory (LSTM) deep learning model to classify motor imagery signals from the BCI Competition IV Dataset 2a, a dataset with 4 motor imagery classes (left hand, right hand, feet, and tongue). They achieved a classification accuracy of approximately 90% with their hybrid model of ResNet-50 (a pretrained CNN) and an LSTM.

The electrodes in an Electrocorticogram, or ECoG, are placed directly on the cerebral cortex as opposed to electrodes in an EEG which are placed on the scalp. Consequently ECoG data can be more reliable for predicting fine motor movement due to its improved spatial and temporal resolution as compared to EEG data. As a result, research in 2018 by (Xie, Schwartz, and Prasad 2018) showed promise in being able to distinguish finger movement using a Long-Short Term Memory (LSTM) architecture.

3 Methods

A combination of pre-existing pre-processing methods, ensemble learning, and transfer learning were employed to improve accuracy of classification.

3.1 Obtaining Data

General Overview: Data used was obtained from a large, publicly available electroencephalogram motor imagery dataset for brain-computer interfaces. This dataset contains approximately 60 hours of EEG recordings spread over 75 recording sessions of 13 participants. It contains more than 60000 examples of motor imageries in 4 interaction paradigms. This dataset is one of the largest publicly-available EEG BCI datasets currently published (Kaya et al. 2018). For more details about this dataset, please see Table 1.

Stimuli and Experimental Design: Participants in the 5F (five finger) experiment were first seated in front of a screen. The experiment proceeded as follows: “At the beginning of each trial, an action signal appeared (represented by a number from 1 to 5) directly above the finger whose movement imagery was to be implemented. The action signal remained on for 1s, during which time the participants implemented the corresponding imagery once. The imageries were invoked as a flexion of the corresponding fingers up or down, per the preference of the participant. There was no passive state in this paradigm – each action signal required a response. Single imagery was implemented per action signal. After executing the imagery, participants remained passive until the next action signal presentation.” (Kaya et al. 2018)

3.2 Preprocessing

Overview: Preprocessing was conducted using MATLAB’s PREP Pipeline for standardized EEG preprocessing (Bigdely-Shamlo et al. 2015). The PREP Pipeline allows for automatic selection and rejection of epochs, automatic rejection of channels, removal of line noise, and detrending of the data. Beyond this, electrodes CZ, C3, C4, T3, T4, FZ, F3, and F4 are being utilized due to their close proximity to the motor cortex, the area in the brain that primarily controls motor movement.

Process: All EEG data was imported directly into MATLAB. Channels CZ, C3, C4, T3, T4, FZ, F3, and F4 were extracted from the dataset prior to preprocessing in order to reduce computational demand. These channels were selected due to their proximity to the motor cortex, which is the region of the brain controlling motor function. Data was detrended and line noise was reduced using the standard PREP Pipeline settings. Finally, data was referenced using a RANSAC approach. Data was saved as text files and then converted to MATLAB files to be transformed via Short-time Fourier transform.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Type of Data</th>
<th>Classes</th>
<th>Sample Rate (HZ)</th>
<th>Channels</th>
<th>Subjects</th>
<th>Epoch Length</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCI 5F Dataset</td>
<td>EEG</td>
<td>5</td>
<td>200 and 1000</td>
<td>22</td>
<td>8</td>
<td>1 second</td>
<td>Finger Movement</td>
</tr>
</tbody>
</table>

Table 1: Dataset Information

### 3.3 Overlapping Methods

One preliminary issue that reduced classification accuracy was a lack of data. There were approximately 130 examples of each motor task per subject which is not enough to effectively train a vision transformer. In order to improve classification accuracy, the number of images being fed into the vision transformer was increased. To do this, a process known as “overlapping” was performed in which multiple offset windows are taken from each epoch.

**Standard Overlapping:** In standard overlapping, extracted windows are overlapped by a set amount across the full epoch. The typical overlapping percentage ranges from 10% to 90%. For the purpose of this paper, overlapping percentages of 25%, 50%, 75%, and 90% were tested with a window of 0.5 seconds. 75% overlapping showed the most promising results compared to the computational demand and was thus used for further testing.

**Triangular Overlapping:** Triangular overlapping is an overlapping method proposed by (Atyabi, Fitzgibbon, and Powers 2012) in which desirable sections of the EEG data are overlapped at a higher percentage than other, less desirable sections. For example, in a 2-second long epoch, the beginning of the signal is not useful due to the participants reaction time and the end of the signal isn’t as useful due to mental fatigue. Consequently, overlapping the center of the signal more densely will lead to the model being trained on higher-quality data. A modified triangular overlapping approach was taken to ensure that there are no duplicate samples which would lead to challenges in test/train/validation division prior to training. Unfortunately, this method was infeasible for application to all subjects due to its computational demand and the length of this program.

### 3.4 Short-Time Fourier Transform

Once the Electroencephalogram data is preprocessed, it would be ready to be classified if the intended classification model was built to handle sequential data, such as a Long Short-Term Memory model (Wang et al. 2018) or a Recurrent Neural Network (Ma et al. 2018). However, sequential data is not useful for a vision-based classifier such as a CNN or a Vision Transformer. Consequently, the data was passed through a script that applied a Short-time Fourier transform (STFT) to each individual channel of every epoch of every trial. STFT converts a function into a spectrogram by determining the sinusoidal frequency and phase content of the function over time. In an STFT, a short window function is slid across the signal over the time axis, and the resulting image is a construction of the individual, short-time dot products of the window function and the signal. An STFT-generated spectrogram of one epoch of EEG data can be seen in Figure 2.

\[ \text{STFT}\{x(t)\}(\tau, \omega) = \int_{-\infty}^{\infty} x(t) e^{-i\omega t} dt \]

Figure 2: Comparison of raw signal (left) and transformed spectrogram (right).

### 3.5 Ensemble Learning

Another remedy to the lack of data was the utilization of more channels of the EEG. To train the model on multiple channels, ensemble learning was implemented. Ensemble learning requires simultaneously training of multiple models. Each model was responsible for the classification of a specific channel. To decide the classification of an input, each model in the ensemble “voted” for the class that it decided the input falls into. This method improves classification accuracy by spreading the data amongst multiple models, reducing the required information storage of each individual model. The drawback of this approach is that it takes significantly longer to train than a single-transformer model. A visualization of this model can be seen in Figure 3.
3.6 Implementing a Transformer
The transformers used to classify the electroencephalogram data are BERT-like transformer encoder models that have been pretrained on ImageNet-21k and ImageNet 2012. Pretrained models generally require less data to train and achieve solid performance in less time than comparable untrained models (Kim et al. 2021). Training with limited data is critical in this case as access to large, publicly available EEG datasets is limited.

3.7 Subject Transfer
Transfer learning is the act of using a model trained on one task as a baseline for another task. In this case, the model was trained on seven of the eight subjects before being used to classify the final subject. Two methods of subject transfer were implemented. The first method involved training the transformer ensemble on seven subjects and testing on the last subject with no fine-tuning. The other method involved training the ensemble on seven subjects followed by fine-tuning on a randomly selected half of the samples from the final subject.

4 Current Work: Results

4.1 Single Subject: No Fine Tuning
Subject C, Trial 1. Results were obtained by training a separate transformer on channels cz, c3, c4, t3, t4, fz, f3, and f4 of subjects A, B, E, F, G, H, and I before testing on subject C without any retraining. Training was performed with a batch size of 32, a learning rate of 2E-5, and 10 epochs. During testing, each transformer predicted the class based on the input channel. Class was chosen via majority voting. Ties were broken randomly. For these results, see Table 2. Precision, recall, and F1 score are an average across all classes. For specific precision, recall, and F1 scores by class, see the appendix.

4.2 Single Subject: With Fine Tuning
Subject C, Trial 1. Results were obtained by training a separate transformer on channels cz, c3, c4, t3, t4, fz, f3, and f4 of subjects A, B, E, F, G, H, and I before training on subject C, Trial 1 into 50% train, 50% test. Training was performed with a batch size of 32, a learning rate of 2E-5, and 10 epochs for both pretraining and fine-tuning. During testing, each transformer predicted the class based on the input channel. Class was chosen via majority voting. Ties were broken randomly. For these results, see Table 3. Precision, recall, and F1 score are an average across all classes. For specific precision, recall, and F1 scores by class, see the appendix.

5 Future Work

5.1 Weighted Voting
In the current transformer ensemble, each transformer gets a "vote" on which class it believes the input falls into. All votes are weighted equally and the class that gets the majority of votes is the class that the ensemble assigns the input. In reality, some transformers classify their channel more effectively than other transformers in the ensemble. Consequently, weighting votes in favor of more accurate transformers should lead to increased classification accuracy.

5.2 Convolutional Neural Networks
Convolutional Neural Networks (CNNs) have been the state-of-the-art for image classification for decades. Consequently, over 70% of deep-learning approaches to EEG classification employ CNNs (Al-Saegh, Dawwd, and Abduljabbar 2021). In the future, a CNN-based classification model will be implemented to compare results with the more recently introduced transformer-based classification model.

6 Conclusion
In order to create more capable prostheses, it is paramount that more work is done to be able to accurately discriminate between small, precise motor movements. As of now, there is much improvement to be done on current models that distinguish between individual finger movements. The goal of this project is to build upon current models and strive toward more accurate CNN- and Transformer-Based EEG and ECoG classification in order to further develop the field of prosthetics.
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## Appendix

### No Fine-Tuning

<table>
<thead>
<tr>
<th>Channel</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>4</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

### A, B

<table>
<thead>
<tr>
<th>Channel</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>4</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

### A, B, E

<table>
<thead>
<tr>
<th>Channel</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>4</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

### With Fine-Tuning

<table>
<thead>
<tr>
<th>Channel</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>4</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

### A, B, E, F, G

<table>
<thead>
<tr>
<th>Channel</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>4</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

### A, B, E, F, G, H

<table>
<thead>
<tr>
<th>Channel</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>4</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

### A, B, E, F, G, H, I

<table>
<thead>
<tr>
<th>Channel</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>4</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

### A, B, E, F, G, H, I, C

<table>
<thead>
<tr>
<th>Channel</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>4</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>