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INTRODUCTION

This paper describes the CS691 Spring 2005 Semester Project by Hakan Evecek and Brett Wilson concerning security for Voice over Internet Protocol (VoIP) applications.  Specifically, we look at several protocols currently used in implementing VoIP, summarize their existing security mechanisms, present other methods of providing security external to these protocols, and then recommend a minimal set of mechanisms that a Session Initialization Protocol (SIP) VoIP telephone should implement in order to provide this security.  We only investigate the SIP protocol since, even though the H.323 protocol is currently widely used, all indications are that SIP will become the de facto standard and slowly replace H.323.

1.1 Project Goals

1. Analyze the VoIP related protocols including SIP, RTP and SRTP.

2. Evaluate the security mechanisms built in to these protocols.

3. Evaluate VoIP security mechanisms external to these protocols.

4. Design a basic VoIP Security Model for a SIP-based telephone.

VOICE OVER IP (VoIP)

Over the past decade and especially in the last couple of years, telecommunications has gone through a rapid change in the way people and organizations communicate.  Many of these changes are because of the explosive growth in internet and Internet Protocol applications.  One of these very promising applications is VoIP.  What is VoIP?

"Voice-over-IP" (VoIP) technology means transferring voice signals in data packets over IP networks in real-time by using some other protocols like Transmission Control Protocol (TCP), Internet Protocol (IP), User Datagram Protocol (UDP) and Real-Time Transport Protocol (RTP).  In VoIP systems, analog voice signals are converted into digital signals and transmitted as a stream of packets over a data network [5].  IP networks allow packets to find the best path to the destination.  This makes the best use of IP networks for voice packets to be sent [12].

Transmission of voice traffic cannot be done effectively all of the time.  Retransmission of the data creates long and variable delays in the delivery of voice traffic, causing an unacceptable situation for voice conversations [8].  Additionally running voice over data is not an easy mix as they operate differently.

Basic Operations

1.1.1 Modes of operation

There are different connection options that involve VoIP communication.  Below are the ways we can connect to other parties.  For each VoIP mode of operation there are tools that can be used to create the connection.

• PC to PC

• PC-to-Telephone call

• Telephone-to-PC call

• Telephone-to-Telephone call via the Internet

• Premises to Premises: use IP to tunnel from one PBX/Exchange to another

• Premises to Network: use IP to tunnel from one PBX/Exchange to a gateway of an operator

• Network to Network: From one operator to another or from one operator’s regional national network to the same operator in another region or nation. 

There are a lot of benefits to using voice over IP as well as some disadvantages.  The next sections discuss the benefits and limitations of using VoIP.

1.1.2 Benefits of VoIP

• Cost savings - one of the main advantages of moving voice traffic to IP networks is that companies can reduce or eliminate the toll charges associated with transporting calls over the Public Switched Telephone Network (PSTN).  Long distance and especially international communications through VoIP instead of PSTN will be very cost effective.  Service providers and end users can also conserve bandwidth by investing in additional capacity only when it is needed.  This is made possible by the distributed nature of VoIP and by reduced operation costs as companies combine voice and data traffic onto one network.

• Open standards and multivendor interoperability—by adopting open standards, both businesses and service providers can purchase equipment from multiple vendors and eliminate their dependency on proprietary solutions.

• Integrated voice and data networks—by making voice “just another IP application,” companies can build truly integrated networks for voice and data.  These integrated networks not only provide the quality and reliability of today’s PSTN, they also enable companies to quickly and flexibly take advantage of new opportunities within the world of communications.

As mentioned earlier there are some disadvantages to using VoIP today.  The packets associated with a single source may take many different paths to the destination in the network.  They might be arriving with different end-to-end delays, arriving out of sequence, or possibly not arriving at all.  At the destination, however, the packets are re-assembled and converted back into the original voice signal. VoIP technology insures proper reconstruction of the voice signals, compensating for echoes made audible due to the end-to-end delay, for jitter, and for dropped packets.  If we compare this with normal PSTN or wireless, we sometimes get dropped packets, jitter, congestion, prioritization or latency on the calls.  Especially for the long distance calls we even sometimes try to re-initiate the call due to the quality.  In other words, you already have some of these disadvantages in the PSTN world from time to time [7].  The following sections will summarize the IP-related issues that must be addressed by a VoIP implementation.

Quality of Service Issues

1.1.2.1 Packet Loss

VoIP quality of service is highly affected by the loss of data packets in the network.  The loss might affect the decoding process at the receiver end and the end user may also detect it. It is quite important in voice or video transmissions.  UDP cannot provide a guarantee that packets will be delivered at all.  Packets will be dropped from time to time for different reasons, which can be due to peak loads and/or congestion.  In other words, there is no back-off mechanism for UDP and it will send the traffic although there is congestion or a heavy load on the network.  On the other hand lost TCP segments can be masked and resubmitted.  This will introduce too much delay in the performance and it will be impractical for real-time performance if some of the error packets are retransmitted.  Time sensitivity of voice transmissions because of retransmission will affect the application performance.  There are some approaches used to get the lost packets back by replaying the last packet and sending redundant information.  Packet losses greater than 10 percent are generally intolerable, unless the encoding scheme provides extraordinary robustness [7].

1.1.2.2 Jitter

The traffic loading and other circumstances might cause packets to be lost or delayed.  At the receiving end, the client has to reconstruct them and will realize the variations that can arise in the packets.  The variation in inter-packet arrival rate is jitter, which is introduced by variable transmission delays, losses or packets appearing out of order over the network  [7].  The jitter buffer is used to remove the packet delay variation that each packet encounters traveling the network.  There are two types of jitter buffers, static and dynamic.  Static jitter buffers are easier to configure and manage.  They have fixed buffers and this buffer size is configurable.  Dynamic jitter buffers are more complex and are configured according to the history of the arriving jitter packet.  This way network management will be able to adjust the jitter buffer and increase the performance on the packets sent.  This will also improve the quality. 

1.1.2.3 Latency and Echo

When designing or working on any voice transmission systems it is important to know how well it will work on an existing network.  Speech quality and delay are the factors that might affect the design.  ITU-T recommendation G.114 [10] provides limits for delays on connections with controlled echo in Table 1.1.

	One-way transmission time
	User Acceptance

	0-150 ms
	Acceptable for most users

	150-400 ms
	Acceptable, but has impact

	400 ms and above 
	Unacceptable


Table 1.1 G.114 Limits for one-way transmission

There are some situations where longer delays must be tolerated, but the general delay impact does not change.

When coders and decoders in VoIP terminals compress voice signals they introduce three types of delay: 

· Processing, or algorithmic, delay: Time required for the codec encoding a single voice frame.

· Look ahead delay: The time required for a codec to examine part of the next frame while encoding the current frame (most compression schemes require look ahead).

· Frame delay: The time required for the sending system to transmit one frame.

In general, it can be seen that greater levels of compression introduce more delay and require lower network latency to maintain good voice quality.  Most VoIP sessions require one-way latency of not more than about 200 milliseconds.  When round-trip delays exceed approximately 300 ms. natural human conversation becomes difficult [7].

The delays introduced by the removal of network jitter are long enough to make the system introduce echo as echo is related to delays [10].  Therefore echo cancellation will be required in most of the VoIP applications.

1.1.3 VoIP Protocol Overview

Figure 1.2 shows the internet protocols used for VoIP and their relationships.  Voice can run directly over IP.  However there are other protocol stacks with some rules that will make it easier to identify the path or destination.  UDP is one of them.  UDP will have the internet source and destination information in the header.  This information and socket information will individually identify each end point connection.  Also some of the other protocols will require the socket numbers to be specified in order to process VoIP.  RTP is another protocol designed to support real-time traffic.  RTP is used when playback is required at the receiving end in a time-sensitive mode like video or voice.  In RTP sequence numbers will be required for the receiver to reconstruct the packets sent.  This information is also required for the proper location of a packet.  RTP protocol will be explained in detail below. 
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Figure 1.2 Protocols used in VoIP  [8]

All of the protocols shown above provide the control and management of the telephony sessions in the internet.  They are known as signaling and call processing protocols.  Below we will explain some of these protocols that are used in this analysis.

VoIP Components

1.1.4 Telephones

VoIP phones are of course the most basic component of a VoIP system.  End users use the phone to connect to and communicate with other VoIP users.  There are several types of VoIP phones:

· Traditional Telephone equipped with an adapter that connects to the VoIP network

· VoIP hardware telephone designed only for use in a VoIP network

· Softphones that consist of a software program that, in conjunction with a microphone and speakers, enables VoIP capability on the host device

At the end of this paper we outline the basic security mechanisms that a VoIP phone should support in order to provide a reasonable level of security for the common user.

1.1.5 Gateways

Gateways are one of the pieces for VoIP network connections.  They can enable lots of value-added services, like call-centers, integrated messaging, least-cost routing, etc.  VoIP technology allows voice calls originated and terminated at standard telephones supported by the PSTN to be communicated over IP networks.  VoIP gateways provide the bridge between the local PSTN and the IP network for both the originating and terminating sides of a call.  To originate a call, the calling party will access the nearest gateway either by a direct connection or by placing a call over the local PSTN and entering the desired destination phone number [11].
The VoIP technology translates the destination telephone number into the data network address.  This translated IP address is then associated with a corresponding terminating gateway nearest to the destination number.  Using the appropriate protocol and packet transmission over the IP network, the terminating gateway will then initiate a call to the destination phone number over the local PSTN to completely establish end-to-end two-way communications.  Despite the additional connections required, the overall call set-up time is not significantly longer than with a call fully supported by the PSTN.
The gateways must employ a common protocol -- for example, the H.323 or MGCP or a proprietary protocol -- to support standard telephony signaling.  The gateways emulate the functions of the PSTN in responding to the telephone's on-hook or off-hook state, receiving or generating DTMF digits and receiving or generating call progress tones.  Recognized signals are interpreted and mapped to the appropriate message for relay to the communicating gateway in order to support call set-up, maintenance and billing.
Gateways basically provide three functions.  The first main one is that they provide the mapping and translation functions of the traffic between the PSTN network and the Internet.  In other words, media gateways are the interface in between IP and the telephony network.  They terminate incoming synchronous voice calls.  Then the voice process starts and they compress the voice, encapsulating it into packets.  They are sent as IP packets.  On the other hand, for the incoming IP voice packets, they are unpacked, decompressed, buffered, and sent out as synchronous voice to the PSTN connection.  Each voice packet will be mapped to a telephony channel.

Signaling functionality of gateways is responsible for the signaling operations of the systems.  Gateways also provide global directory mapping.  They translate between the names and IP addresses of the Internet world and the telephone numbering scheme of the PSTN network [7].  Protocol messages can be sent to PSTN signaling and sent with signaling functionality in gateways.  Call progress or status information is exchanged by voice gateways to signal the state of the call ringing, busy, and so forth. 

Where multiple populations of voice users are to be reachable via the same network, meaning that there could be many voice gateways on the packet voice transport cloud, there is a chance that these voice gateways will be provided and supported by different organizations and/or vendors.  For these networks it is easiest if all the endpoints and gateways use the same protocol, say H.323.  However, as networks migrate to the newer protocols SIP and MGCP, mixed networks will be a fact of life and gateways [11]. 

Media Controller functionality of gateway is overall system control.  It will have authentication and billing resources managed.  It monitors and controls the systems and maintains the control of all connections.

1.1.6 Gatekeepers

Gatekeepers are also another component used in VoIP communications.  They are also controllers and have similar functionality to Media Gateway Controllers.  They control IP based activities and communications in the connected networks.  Gatekeepers authorize network access from one or more endpoints and may choose to permit or deny access from any of the endpoints.  They are a kind of a traffic controller.  They may also control bandwidth services.  They can help to increase the Quality of Service if they are used with bandwidth resource management.  Like media controllers they can also offer address translation services.  A single gatekeeper controlling other media controllers, terminals and gateways is called a zone.  A zone can span multiple networks and network segments [4].  If there is more than one gatekeeper in the network, each endpoint should register with one of them.  If the endpoint already has the gatekeeper information registered, it does not have to go through the discovery process.  Otherwise it has to go through this process to find the available gatekeeper to be registered.  There are different messages used for this process in protocols, like gatekeeper confirmation (GCF), gatekeeper-reject (GRJ) etc. [4].  Another important point about gatekeepers is that only one gatekeeper can control a given endpoint at a given time.  If an endpoint receives more then one gatekeeper accept message, it is up to the endpoint to choose the gatekeeper.  

1.1.7 Proxy Servers

The proxy server or redirect server has the functionality to provide name resolution and user location.  Callers are unlikely to call the IP address and even the host names.  A specific server is usually identified by an easy to remember e-mail like address [2].

1.2 Gateway Control Protocols

1.2.1 Media Gateway Control Protocol (MGCP)

MGCP is another call processing system for voice, video and data.  It operates in a gateway controller called a call agent.  It negotiates capabilities, defines syntaxes for traffic, sets up and clears the calls.  Its purpose is to define the operations of the telephony gateway.  The telephony gateway provides the operations and conversion details for the audio signals used on telephone circuits and data packets.  Then the call agent used in MGCP directs the operations of the gateway [8].  MGCP only addresses the communication between a call agent and the Media Gateway.  It does not connect one call agent to another.  Components used in MGCP protocols are end user, gateway, call agent, common database server, accounting gateway, trunking gateway and exchange carrier.  MGCP defines nine commands.  Some of these commands are from the call agent to the gateway while some are used vice versa.  The nine commands in the MGCP protocol are EndPointConfiguration, CreateConnection, ModifyConnection, DeleteConnection, NotifyRquest, Notify, AuditEndPoint, AuditConnection and RestartInProgress.

MGCP calls and connections are the relationship established between the endpoint and the RTP/IP session. [4]. For example, when a DS0is used to carry voice traffic, IP resources are allocated to the end point.  The connection will be created to the gateway IP session.  If two connections are involved then there will be two connections where they will share the session descriptions like port number, IP details and start to send media streams.

1.2.2 MEGACO/H.248

MEGACO is like MGCP in that it enables creation, modification and deletion of media streams across the media gateway.  They support flexible and scalable architecture that can be used to controldifferent media gateways and interfaces.  They enable accounting and billing information and some quality of service statistics in the reports.  They also allow the actions to be detected and sent to gateways automatically.  MEGACO provides both text and binary encoding.  Megaco has eight commands used during the call flow.  These commands are add, modify, subtract, move, auditvalue, auditcapabilities, notify and servicechange [4].  All of these have different functionality either during the call set up or termination process.  This protocol creates a general framework suitable for gateways, multipoint control units and interactive voice response units.

Call Control Protocols

1.2.3 H.323

The H.323 protocol has been deployed in many voice over IP packet networks.  It is a call processing system for voice, data and video.  It finds resources, registers users, allocates bandwidth, negotiates capabilities, and sets up logical channels for media flows.  It also defines messages and their formats, sets up and clear calls.  In H.323 the core of RTP (Real-Time protocol) is used to transport streams.  H.323 is the umbrella recommendation from the International Telecommunications Union (ITU) that sets standards for multimedia communications over Local Area Networks (LANs) [8]. That’s why the H.323 standards are important in building a new range of collaborative, LAN-based applications for multimedia communications.  It includes parts of Q.931, H.225, H.245, H.235, H.332, RTP/RTCP and audio/video codecs, such as the audio codecs (G.711, G.723.1, G.728, etc.) and video codecs (H.261, H.263) that compress and decompress media streams, ETSI TIPHON profiles etc.[9].  It is also important that the H.323 standard refers to the other low level standards.  H.323 defines a complete multimedia network, from devices to protocols.  Linking all of the entities within H.323 is H.245, which is defined to negotiate facilities among participants and H.323 network elements.  A scaled-down version of ISDN's Q.931 call protocol is used to provide for connection setup, defined in H.225.  In H.323 terms, there is a gatekeeper function that performs the address translations and lookups required for a scalable implementation of dial plans in the packet voice network [11].

In H.323 a gateway is a node that communicates with terminals attached to the network.  It translates the transmission formats between the terminals.  H.323 covers several operations and protocols to support end user communications with other terminals, gateways and endpoints.  There are basically seven major operations of H.323.

The discovery phase involves end points finding the gatekeeper with which they can register.  The registration phase handles the operations to define how endpoints register with the gatekeeper.  Below is a call sample path from endpoint1 to endpoint2 [9].
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Figure 1.3: H.323 Call [9].

In the connection setup phase, the connection is made between the endpoints.  Terminal capability connections mentioned above are to ensure any multimedia traffic sent by one endpoint will be received on the other end.  Bit rates and codec types are exchanged at

this event.  This is the point where gatekeepers and endpoints negotiate.

The next event is opening the logical channels.  This is when one or more logical channels are opened to carry the traffic.  For example two channels can be opened for chalk talk and chat room and another for a resource management.

After all these events are done, user traffic will be exchanged.  Payload transfer will take affect.  After the user session is complete the termination process will take place.  It is important to release the logical channels and other resources at the termination stage due to bandwidth management. 

As mentioned in the gatekeeper explanation there are messages going through in each protocol to manage all of these activities.  The information in these messages helps the endpoints to learn the details about each other [4].  Below is some of the functionality of the latest H.323:

Call transfer, call diversion, hold, pick-up, call waiting, message waiting, call completion, call offer are some of the features added.  H.323 also has the capability to synchronize video and speech in an RTP stream.  Usage information and signaling to be able to get gatekeeper support for some of the specific functionalities are some of the additional features in H.323.  Sending and receiving DTMF digits, gateways to support virtual private networks and some quality of service improvements are all H.323 features. 

The increased benefits of H.323 have increased the usage of these standards.  It enables the data and switched-circuit networks to send all voice, video and data in one packet.  Cost benefits and other efficiencies have made end users use more multimedia facilities.  With new features enabled in these protocols, multimedia applications will become as common as e-mail and word process applications,

Session Initiation Protocol (SIP)

The Session Initiation Protocol is an application layer signaling protocol.  SIP defines initiation, modification and termination of real time interactive multimedia sessions between participants over an IP data network.  It enables one party to place a call to another party.  It can also invite participants to already existing sessions and supports any single-media, multimedia and teleconferencing.  The actual audio, video or other multimedia contents are exchanged between the participants.  In many cases and our examples we have seen the transport protocol used.  It is called the Real-Time Transport protocol.  It also negotiates capabilities and defines syntaxes for the traffic.  It does not use gateway controllers and uses a client/server model.  That’s why on SIP communications a proxy server needs to be setup. 

SIP syntax is simple and text based. It even can be described with Multiple Purpose internet mail (MIME) or extensible markup language (XML).

SIP supports five features of establishing and terminating multimedia communications:

1.  User location: Users can move to other locations and can still access the session remotely.  This is the determination of the end system to be used for communication.

2.  User availability: This part is the determination of the willingness of the called party to engage in communications.

3.  User capabilities: This is the step to determine the media and media parameters to be used.

4.  Session setup: This is the step where session parameters at both the called and calling party are established

5.  Session management: This step involves transfer and termination of sessions, modifying session parameters, and invoking services.

The Session Initiation Protocol (SIP) is an ASCII-based, peer-to-peer application layer protocol that defines initiation, modification and termination of interactive, multimedia communication sessions between users.  SIP was developed by the Internet Engineering Task Force (IETF) and is derived from Hyper-text Transfer Protocol (HTTP) and Simple Mail Transfer Protocol (SMTP).  SIP is defined as a client-server protocol, in which requests are issued by the calling client and responded to by the called server, which may in itself be a client for other aspects of the same call.  SIP is not dependent on TCP for reliability but rather handles its own acknowledgment and handshaking.  This makes it possible to create an optimal solution that is highly adjusted to the properties of VoIP.  Figure 1.4 shows a SIP call sample path from endpoint1 to endpoint2 [9].

The components that might be required to be able to handle SIP features are described next.  Initially there needs to be a Server that will accept request messages.  A Proxy Server. is needed to interpret the messages and rewrite them before they are sent to user agents or to the next server.  Redirect Servers are used to accept SIP requests and to map them to new addresses.  They do not accept calls or forward the messages to other servers or initiate the calls.  The registrar is another server that is required in SIP.  Its function is to register the end user for the call.  It is generally integrated into the Proxy or Redirect Servers.  User agent or user Server are the endpoints that communicates in a SIP call [8].

In the figure below both Redirect and Proxy Server call samples are given.  In both examples endpoint1 is trying to reach endpoint2.  In the first example the redirect Server model it requires more information about the endpoint2 client.  The location server responds and gives more precise information with IP details to endpoint1 to establish the connection.  Then invite is sent by using this information from the location Server.  The user agent sends the alert with a ring.  With SIP ACK OK the communication is started to be established.  After the last ACK message received from endpoint1 SIP finishes the process for the call establishment.  The important difference in between the calls below is that Proxy Server involved in all the messages sent and it forwards the messages in between the participants.

[image: image3.png]



Figure 1.4: SIP Call [9].

On the SIP headers there are response codes that tell the status of the connection.  In table 1.2 these response codes and functions are displayed.

	Response Codes 
	 

	Response Code Prefix
	Function

	1xx
	Searching, ringing, queuing

	2xx
	Success

	3xx
	Forwarding

	4xx
	Client mistakes

	5xx
	Server failures

	6xx
	Busy, refuse, not available anywhere


Table 1.2 Response codes and functions in SIP

SIP has advantages over other signaling protocols.  In the below figure the call flow for d H.323 and SIP are compared.  SIP usage has increased in the communication industry because it is a new protocol and it makes it easier to create communication between the endpoints.[image: image4.wmf]Q.931 SETUP
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Figure 1.5 Call Setup Sample Using H.323 vs SIP

As you can also see from Figure 1.5 above call establishment is pretty straightforward and it offers a lot of flexibility unlike the other protocols.  It doesn’t care about the media type or transport type for exchange.  It also has a number of optional fields that can contain user specified information.  Communication between the endpoints can be handled with intelligent call handling decisions.  Another very  important feature of SIP is its syntax which is very similar to the Hypertext Transfer Protocol (HTTP).  Transactions are assigned to a command sequence.  It can support capabilities other than just signaling operations.  It can support a session via multicast, single unicast or a combination of these.  It does not act as a media gateway and does not support any media streams.  Differentiating SIP from other protocols, and one of its best capabilities, is support for mobile users.  The mobile capability is for the users not for the terminals [8]. 

1.3 Media Control Protocols

1.3.1 RTP Protocol

The RTP protocol gives text arrival in the correct order, without duplications, and with detection and indication of losses.  It also includes an optional possibility to repeat data for redundancy to lower the risk of loss.

The header of the RTP packet has the following format in Table 2 [6]: 
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Table -2 : RTP (Real Time Protocol) Packet Header

The header fields have the following meaning: 

V: Version of protocol. 2 bits are reserved for the RTP version.  The current version is 2.  Version 1 was an earlier IETF draft.

P: Padding bit. If this bit is set, the packet contains padding bytes at the end.  It is optional, and may be used for adjusting the RTP packet size to the size required by a lower layer protocol, e.g., some encryption layers.  The last byte of the packet tells how many padding bytes are in the packet. 

X: Extension bit.  If this bit is set, the basic header is followed by a 32-bit extension.

CC:  The four bit Contributing Source (CSRC) count.   When a set of RTP streams are processed by a mixer, the mixer inserts information about the original sources of the information in the headers of the RTP output stream.  If the RTP stream hasn’t been processed by a mixer, the CSRC count field contains zero; otherwise it contains the number of mixed sources.  CSRC identifiers follow the fixed header. 

M: Marker bit.  The application using RTP defines the meaning of this marker bit, and whether a packet is marked.  This bit could be used, for example, to mark the start packet of a video frame. 

Payload Type (PT): Payload type is the kind of information the RTP packet is carrying.  It is the real time information in the packet.  Several types of payloads are defined .  Its format is completely free and must be defined by the application or the profile in use.  Each application must define or refer to this profile created for the payload format. 

Sequence number:  The sequence number must be increased by one for each new transmitted packet.  The receiver uses it to recover the original sequence of the packets.  It might also be used to determine if there are lost packets and in the process of retrieval of redundant text, reordering text and marking missing test.  The initial sequence number is random in order to make decryption of the packets more difficult, in the case that the data stream is encrypted somewhere in the communication process. 

Timestamp: This field stores the sampling instant of the first byte in the packet payload.  This field is used to synchronize different data streams (for example, in a mixer, or when using more than one data stream in the communication, such as in audio and video conference) and to extract quality of service statistics. 

SSRC (Synchronization source):  Source of an RTP stream, identified by 32 bits in the RTP header.  This number identifies the source of the RTP packets, and it is chosen randomly.  It has to be unique, so all the data streams of a certain source may be clearly identified for decoding and playback on the receiver (each SSRC maintains its own counters for sequence numbers and timing, so it’s very important that this number is unique).  Once a node chooses a SSRC, it verifies via RTCP to see if the chosen number is unique. 

CSRC list: If the CSRC count is greater than zero, the identifiers for the contributing sources of this packet are listed.  There is room for up to 15 identifiers; if there are more than 15 contributors only the first 15 are listed.  This is not used in H.323 [6].

RTCP Protocol

RTCP is used to transmit control packets to participants from time to time regarding a particular RTP session.  The packets will contain information to exchange between the participants like the connection, such as statistics, user and control details.  The number of participants information will be known and participants will know who listens on the RTCP port.  The most useful information found in RTCP packets is the quality of transmission in the network.  This will adjust the control data rate and allow the protocol to scale if there are a large number of connections.  This will help to limit the bandwidth as well.  There are five different types of RTCP packets, namely: sender report, receiver report, source description, end of participation and application specific functions.  Sender reports contain transmission and reception information for active senders.  The station informs the other stations in the network how is it performing and the statistics collected from each participant.  For each of the stations, the sender will get the information about the fraction of packets lost, the number of packets lost, the highest sequence number received, an estimate of arrival of jitter packets, the timestamp of the last report received from the station, and the time elapsed since the reception of the report [15].  The Receiver report has reception information for listeners.  These are not active senders.  The packet format is the same as the sender format described above, however it does not contain senders information.  Source description RTCP type packets contain source information and in each element SSRC or CSRC details.  It describes various parameters about the source including the CNAME.  This packet is sent by all participants and used for identification purposes.  The source description can carry the related name of the participant, e-mail address, and phone number, and geographic user location, exceptional information about the status of the user, private extension items and the name of participant used for communication.  The End of participant packet is sent by a participant when he leaves the conference.  There is also an application specific functions packet used for development purposes [7].

RTCP XR (RTP Control Protocol Extended Reports)

A management protocol is introduced to be able to measure call quality and diagnose problems.  It can be implemented into the applications or gateways.  The metrics for this protocol are call quality related metrics.  They are periodically exchanged between gateways and IP phones [13].  Packet loss and discard, delay, signal, noise and echo levels, call quality and configuration data are the metric parameters used.  After this information exchange between IP phones and gateways, call quality and diagnostic data can be retrieved from the gateway using SNMP or some other management tools.  Gateway reports echo and signal level to IP phones.  If a signal is too loud, too quiet or too noisy, call quality will be low.  If the IP endpoint has the echo cancellation on, RTCP XR will report it before the echo cancellation value [13].  As these messages can be exchanged between IP phones and gateways, this information can be collected remotely for diagnostic purposes.  RTCP will report the packet loss rate, round-trip delays, and end-system delays.  It can also report the call quality directly.  Access to such performance data for each IP phone on the enterprise network when you have a lot of users makes it easier to identify the problem.  RTCP XR also allows a probe or analyzer to monitor the messages by comparing  the endpoints and midstream measurements.  This information can be easily integrated into the call detailed records.  This is a new protocol that will be fully supported in mid 2004.  So there can be future testbeds created to measure VoIP quality on different systems.

The explanation below for this protocol header is from RFC3611 [14].

Each block has block type and length fields that facilitate parsing.  A receiving application can demultiplex the blocks based upon their  type, and use the length information to locate each successive  block, even in the presence of block types it does not recognize [14].   
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Table 3. Additional header fields in RTCP-XR

Block type (BT): 8 bits.  It identifies the block format.  Seven block types are defined in      Section 4.  Additional block types may be defined in future specifications.

Type-specific: 8 bits.  The use of these bits is determined by the block type definition.

Block length: 16 bits.  The length of this report block, including the header, in 32- bit words minus one.  If the block type definition permits, zero is an acceptable value, signifying a block that consists of only the BT, type-specific, and block length fields, with a null type-specific block contents field.

Type-specific block contents: variable length.  The use of this field is defined by the particular block type, subject to the constraint that it MUST be a multiple of 32 bits.  If the block type definition permits, it MAY be zero bits long.

This section defines seven extended report blocks: block types for  reporting upon received packet losses and duplicates, packet  reception times, receiver reference time information, receiver inter-report delays, detailed reception statistics, and voice over IP

(VoIP) metrics.  An implementation SHOULD ignore incoming blocks with types not relevant or unknown to it.  

This block type permits detailed reporting upon individual packet receipt and loss events.  Each block reports on a single RTP data packet source, identified by its SSRC.  The receiver that is supplying the report is identified in the header of the RTCP packet.

Choice of beginning and ending RTP packet sequence numbers for the trace is left to the application.  These values are reported in the block.  The last sequence number in the trace MAY differ from the sequence number reported on in any accompanying SR or RR report [14].

UDP & TCP Replacement

1.3.2 Stream Control Transmission Protocol (SCTP)

SCTP is a generic signaling transport protocol used to provide a reliable and fast way to carry other signals [46].  It is part of the Sigtran architecture which defines the transport components for the SS7 suite of protocols.  Since SCTP is a generic signaling transport protocol, it can be used to carry non-SS7 types of signaling traffic.  The SCTP protocol sits on top of IP replacing both TCP and UDP, offering better speed and reliability.  The layers above SCTP are generically called Upper-layer Protocol (ULP) which is used to describe any of the protocols directly above SCTP.  These can include a wide variety of protocols such as V5UA, IUA, M2UA, M2PA etc.  

The SCTP defines an SCTP Endpoint, which is the logical sender or receiver of the SCTP packets.  The SCTP Endpoint can have multiple IP addresses (called multihomed) but only one port number.  The multiple IP addresses enable fault tolerance in the network.  

An SCTP association defines the established relationship between endpoints.  The association is created before communication can exist and is terminated after communication ends.  Upper layers are not aware of these associations.

The SCTP protocol is made up of chunks and packets.   Communication is made through packets which are made up of a header and chunks.  The header contains the port number of the source and destination along with the IP address of the source and destination.  It also contains a verification tag to validate the sender packet.  The chunks follow the SCTP packet header.  There can be any number of these chunks, each of which contains a header and content.  Each chunk header contains an ID to identify the type of chunk, chunk flags, and a chunk length.  The chunk data follows the header, containing SCTP control or user information.

The SCTP packet is sent between endpoints with an established connection through a stream.  Each connection is comprised of more than one stream.  Each stream is a one-way logical channel between the connected endpoints.  SCTP is considered to be robust, minimizing failures on the network.  It keeps the endpoints from becoming flooded with messages by implementing congestion control mechanisms and allows multiple IP addresses at endpoints allowing the sender to retransmit an unacknowledged packet to a secondary IP address.  As mentioned earlier, it was created to replace TCP and UDP with better speed and reliability.

2 VOIP SECURITY

Users of the PSTN network assume a certain level of security when using their telephone.  They expect that their identity is protected as well as the control of the call configuration.  For example, when a user named Alice calls Bob, she expects that her call will only be routed to Bob’s telephone, and that Bob (if he has caller id) will be presented with her number as the calling party.  Alice also expects that no one else will be able to listen in on the call, prematurely end the call, conference in other parties without permission, or otherwise interfere with the call setup and operation.  At the basic level this is a valid assumption as the PSTN is a physically isolated network not accessible to everyday “hackers”.  However, the internet is a freely available domain accessible to anyone.  Given the rampant development and deployment of attacks against data and hosts in the internet today, it must be assumed that there will be many forms of attack directed at VoIP applications.  

There are many aspects to securing a VoIP network.  This paper logically divides the security considerations for call setup and management from the security of the actual media stream.  This aligns with the separation of tasks along protocol lines as outlined above.  Therefore we will first address the security of the call setup and management process to be followed by a discussion on securing the media stream using various mechanisms and protocols.

2.1 Call Setup and Management Security

Although H.323 is still widely used for VoIP networking, and does present certain advantages over SIP in some areas, this paper will only address security issues related to the SIP protocol.  The same types of threats also exist for the H.323 protocol, but the mechanisms used to address these threats in H.323 will not be explored.

2.1.1 Securing the SIP Call Setup process

In order for other users to be able to determine his/her location, a user must register his/her location with a SIP registrar.  The registration process involves modifying an Address of Record to accurately reflect the user’s current location.  Of course, only an authorized user should be able to modify this association for any particular Address of Record.  There must therefore be some method for the server to authenticate users who attempt access.  This is typically done through use of HTTP digest authentication [16].  Digest authentication involves a simple challenge-response in which the server will challenge the remote user with a nonce value.  A valid response contains a checksum of the username, password, the given nonce value, the HTTP method, and the requested URI.  The server can independently compute this checksum using the stored credentials of the user, compare the checksum to the response, and grant access if the checksums match.

After registration, when a SIP User Agent (UA) would like to place a call, it will first contact a SIP server in the domain that it has registered in.  For example, alice@atlanta.com would contact the atlanta.com SIP proxy so that it will relay a SIP INVITE msg to bob@biloxi.com.  Once again, digest authentication should be employed in order to verify that Alice is an authorized user of the Atlanta.com proxy [16].  

A more subtle security issue affecting this initial call setup is the possibility of a man-in-the-middle intercepting the SIP packets and responding in place of the targeted registration or proxy server.  If successful, the impersonating server could then redirect registrations and requests to either prevent registration or call setup, or to direct the user to unauthorized or inappropriate services.  There is therefore the need for end UAs to be able to verify the identity of the server to which they are sending registrations and requests.  The only method known to fulfill this requirement is through the presentation of a signed certificate (issued by a trusted source) by the server to the user agent.  It is recommended that the UA set up and use a TLS connection to the server prior to the initial registration and then send all subsequent requests through this same TLS connection.  This will therefore guarantee that registrations/requests are sent to the trusted server, and that all responses received over that TLS connection are from the trusted server [16].

2.1.2 Inter-Server Security for SIP

Once the proxy receives a request to be forwarded, it is free to forward the SIP message in any manner it chooses.  It is therefore not possible for the end user to know what security measures are taken by these servers.  If the proxy does not take appropriate security measures, there are many areas where a security breach can occur.  For example, suppose that the Atlanta.com server wishes to contact the Biloxi.com server in order to relay Alice’s message.  Should Atlanta.com not require some sort of authentication from the Biloxi.com server, it would be possible that another server could impersonate Biloxi.com in order to prevent call completion or re-direct the call to another user.  It would also be possible for a hostile agent to intercept the SIP messages and possibly change the SIP message body, affecting the configuration parameters of the media stream setup negotiation.  For these reasons, it is recommended that all intermediaries communicate among each other using a secure mechanism to protect both the SIP message delivery and its contents.  TLS is the recommended method for these communications.

2.1.3 Preventing Session Manipulation In Mid-Call

Once a SIP session has been established between Alice and Bob, it is possible to use subsequent requests to modify and/or end the session.  If an attacker were to monitor the initial messages used to establish the session parameters,  he/she could then inject a BYE or other request into the session in order to prematurely end the call [16].  It would also be possible to use re-INVITE messages to change setup parameters of the call perhaps in order to direct the media stream to an eavesdropping agent.  It is therefore very important that the sender of the BYE be properly authenticated.  Even better, if the SIP session parameters are kept confidential through other security means throughout the entire setup process, an attacker would not be able to obtain the session parameters and use them to inject this kind of mid-session attack. 

2.1.4 Protocols and Other Mechanisms Used to Protect SIP

2.1.4.1 S/MIME

As discussed above, there is a need to protect the SIP message bodies.  This should include the three primary aspects of security:  confidentiality, integrity, and authenticity.  S/MIME can provide these three services by signing and encrypting message bodies.  RFC 3261 specifies the use of 3DES for S/MIME whereas a new specification, RFC 3853, specifies AES as the new standard for using S/MIME with SIP [18].  S/MIME can also provide limited security for SIP header fields through the tunneling of SIP message bodies.

The use of S/MIME for protecting SIP message bodies impacts the availability of this data to SIP-aware firewalls.  In order for a SIP-aware firewall to properly open the dynamic ports to be used by the media stream, it must be able to read this information in the SIP message bodies.  The use of S/MIME precludes this capability, and therefore other approaches are required in order to successfully utilize a SIP-aware firewall in this fashion.

The use of S/MIME for tunneling the entire SIP message, including headers, provides a limited form of security for these headers.  Because intermediaries such as proxies or re-direct servers can append or modify some of these headers, it is left to the receiver to determine whether a security violation has occurred.

2.1.4.2 Transport Layer Security (TLS)

Many of the threats discussed in the preceding sections can be mitigated through the use of TLS connections.  TLS is very similar to SSL, and it can be used as a means to securely authenticate communicating parties and negotiate cryptographic algorithms and keys to secure other communications [17] such as the SIP protocol.  It is highly recommended to use TLS on a hop-by-hop basis for the entire path of SIP communication [16].  If these connections are authenticated through the exchange of trusted certificates, they can be left open and then re-used for the duration of the SIP session.  Each hop between Alice and Bob would then be secured through a TLS connection.  In this manner, complete confidentiality, authentication, and integrity is achieved.  One potential limitation to the use of TLS is that it must be used over a reliable transport protocol such as TCP.  UDP can not be used.

RFC 3286 specifies the AES ciphersuites that can be used by TLS [19] for more efficient encryption.

2.1.4.2.1 SIPS

As mentioned previously, a SIP UA can not specify the security measures to be used beyond the initial connection with the local proxy.  For this reason, the SIPS URI scheme was developed.  Whenever a UA specifies a SIPS URI as the destination, it signifies that each hop through which the SIP request is forwarded must be secured by TLS all the way to the SIP entity responsible for the destination domain.  From that point to the end user, the local security policy specified for that domain determines the security to be used for the final hop.

2.1.4.3 IPsec

IPsec is best suited to securing SIP hosts in a SIP VPN scenario or between administrative SIP domains.  Use of IPsec provides complete confidentiality, authenticy, and integrity of the data just as TLS.  However, an external key management protocol must be used in order to securely exchange and manage the IPsec keys.  Internet Key Exchange (IKE) is one protocol that could be used for this function [16].  RFC 3602 and RFC 3686 describe the use of AES CBC and counter mode in IPsec [20][21].

IPsec, as with other end-to-end security, will also prevent an intermediary such as a SIP-aware firewall from inspecting the SIP payload in order to extract dynamic port information, so it can not be used to traverse such a firewall.

2.1.4.4 SIP Authenticated Identity Body

Because many SIP messages can be large, the use of SIP tunneling in an S/MIME payload can be cumbersome and slow.  The SIP Authenticated Identity Body [22] specification attempts to address this problem by specifying a subset of the SIP headers to be protected by S/MIME instead of all of them.  These SIP headers are specially selected in order to provide a unique reference to the created SIP session.  Through the use of signing and encryption, this method provides confidentiality, authentication, and integrity services for these headers.

2.1.4.5 SIP Authenticated Identity Management

The problem of verifying identity is fundamental to a VoIP network.  This service could of course be provided through the exchange of trusted certificates.  However, it may be unreasonable to expect that every end user of a VoIP network obtain and protect such a certificate and private key.  Internet draft “Enhancements for Authenticated Identity Management in the Session Initiation Protocol (SIP)” [23] attempts to address this issue.  It specifies a new SIP header field in which an agent can insert a signed collection of SIP headers including the From header.  A receiver of such a message can then be assured that the signee verifies that the originator of the request is authorized to present him or herself as the entity specified in the From header.  For example, since Alice properly authenticates herself to the Atlanta.com proxy using digest authentication, the Atlanta.com can insert an identity header in order to specify that yes, the originator of this request can indeed claim the identity alice@atlanta.com.  This mechanism applies only to requests.  Authenticating responses is a more difficult problem and is left for further work [23].

2.1.4.6 Negotiating SIP Security

In order to provide a mechanism through which parties can negotiate the security to be used for SIP communication, RFC 3329 was written [24].  This document specifies a mechanism to be used that defeats the man-in-the-middle “bidding down” attack in which an intermediary falsifies the security capabilities of one or more of the communicating parties so that a lower security mechanism is subsequently used.  It prevents this attack by specifying a method through which the capabilities of the destination are sent again to the destination for verification after the secure channel has been enabled.

2.1.4.7 Securing data inserted by SIP Intermediaries

Two current internet drafts attempt to address the problem of securing data modified or inserted by SIP intermediaries [25][26].  Both of these drafts propose using signatures and encryption to protect the data between intermediate points while at the same time allowing the next intermediary to access or modify the data as appropriate.

2.1.5 SIP NAT Traversal Issues

The problems that NAT pose for SIP messages are difficult to overcome.  NAT inhibits SIP’s registration and communication mechanisms.  These problems exist because the SIP proxy is typically outside the NAT device.  The problem is that the SIP proxy deals with global IP addresses while a machine internal to the NAT is only aware of it’s internal private IP address.

Should a UA internal to a NAT device attmpt to register it’s IP address with a SIP registration server, it will send it’s private IP address in the request.  Subsequently, the proxy would be unable to route any call that arrives for that UA since the private IP address is unusable on the public internet.  This problem can be overcome through the use of a new Translate SIP header that specifies that the server should associate the given contact name with the IP and port from which the register request was received from.  In addition, to prevent the NAT-assigned translation from timing out and being dropped, this connection must be maintained with the proxy server.  Therefore, when a request arrives for the UA behind the NAT, the proxy can determine whether a connection already exists with the destination IP and port, and if so, forward the request.  This requires modifications to the proxy server in order to support the Translate header and to maintain an indexed table of existing connections that can be searched.

There are many other solutions to NAT traversal problems.  Some of these involve SIP-aware middleware or special SIP-aware NAT devices.  Other solutions involve the use of protocols such as Simple Traversal of UDP through Network Address Translators (STUN) and Traversal Using Relay NAT (TURN).  Because of the multitude and scope of all the various solutions, this paper will not attempt to address NAT traversal further.  In fact, an entire paper could be written on this subject alone.  A search of the IETF internet drafts and RFCs will reveal many sources from which this information can be obtained.

2.2 Media Stream Security

The SIP specification does not consider the encryption of the media data stream.  It is only used to establish the parameters to be used in the media stream connection, usually through the use of SDP in the SIP body.   It is therefore up to the application to negotiate the security mechanisms to be used to protect the media stream setup and subsequent data streaming.  However, the use of SDP for exchanging keys to be used to encrypt the media session provides no method to send an encrypted media stream key. The signaling request should therefore be encrypted, preferably by using End-to-End encryption methods like S/MIME as described in the SIP security section. 

2.2.1 The Secure Real – Time Transport Protocol (SRTP)

The Secure Real-time Protocol is a profile of the Real-time Transport Protocol (RTP), which is commonly used for the transmission of real-time audio/video data in Internet telephony applications offering not only confidentiality, but also message authentication, and replay protection for the RTP traffic as well as RTCP (Real-time Transport Control Protocol).  SRTP provides a framework for encryption and message authentication of RTP and RTCP streams in the figure below.  SRTP can achieve high throughput and low packet expansion. SRTP is independent of a specific RTP stack implementation and of a specific key management standard. Multimedia Internet Keying (MIKEY), which can be the appropriate key management and designed to work with SRTP. 

The latest standard voice encryption is SRTP with AES. SRTP does not define what key exchange to use.
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                                      Figure 3 SRTP Encryption of Data Packet [52]

AES – COUNTER MODE:

AES in counter mode is the default algorithm, if encryption is desired. AES-f8 mode is another option for some applications. 

If AES counter mode is used, the key stream is generated in this way: A 128 bit integer is calculated as follows: (2^16 x the packet index) XOR (the salting key x 2 ^ 16) XOR (the SSRC x 2 ^ 64). The integer is encrypted with the session key, resulting in the first output block of the key stream. The integer then is increased modulo 2^128, and the block is again encrypted with the session key. The result is the second output of the key stream. The process repeats until the key stream is as long as the payload section of the packet to be encrypted. 

When AES counter mode implemented, each packet needs to be encrypted with a unique key stream. Packet index and synchronization source (SSRC) which is the identifier in RTP packet to associate the source with a media time base. It will be chosen randomly and will not be the same for all the media streams to be synchronized. A mapping from SSRC identifiers to a persistent canonical name (CNAME) provided by RTCP source description (SDES) packets [52]. RTP sessions on the play out should be synchronized, as receivers know to align the media. 

The AES() function performs AES encryption with the fresh key.

  CTRBLK := NONCE || IV || ONE

      FOR i := 1 to n-1 DO

        CT[i] := PT[i] XOR AES(CTRBLK)

        CTRBLK := CTRBLK + 1

      END

      CT[n] := PT[n] XOR TRUNC(AES(CTRBLK))

The TRUNC() function truncates the output of the AES encrypt operation to the same length as the final plaintext block, returning the most significant bits.

Decryption is similar.  The decryption of n ciphertext blocks can be summarized as: [53]

      CTRBLK := NONCE || IV || ONE

      FOR i := 1 to n-1 DO

        PT[i] := CT[i] XOR AES(CTRBLK)

        CTRBLK := CTRBLK + 1

      END

      PT[n] := CT[n] XOR TRUNC(AES(CTRBLK))

AES – F8 MODE:

If AES in F8 mode is used, the key stream is generated differently. The XOR of the session key and salting key is generated. This is used to encrypt the initialization vector. If the salting key is less than 128 bits in length, it is padded with alternating zeros and ones to 128 bits. The result is known as the internal initialization vector. The first block of the key stream is generated as the XOR of the internal initialization vector and 128-bit variable. The result is encrypted with the session key. The 128-bit variable is incremented and second block of the key stream is generated with the XOR of the initialization vector, the variable and the previous block stream. The process repeats by incrementing the variable each time till the key stream is at least as long as the payload.
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                             Figure :  AES - F8 MODE

The pre-defined authentication transform is Keyed-Hashing for Message Authentication, (HMAC) which is a mechanism for message authentication using cryptographic hash functions. HMAC can be used with any iterative cryptographic hash function, e.g., MD5, SHA-1, in combination with a secret shared key.  The cryptographic strength of HMAC depends on the properties of the underlying hash function. A correct implementation of the above construction, the choice of random keys, a secure key exchange mechanism, frequent key refreshments, and good secrecy protection of keys are all essential ingredients for the security of the integrity verification mechanism provided by HMAC [54].

HMAC SHA-1 can be the default message authentication code. The session authentication key-length is 160 bits, the default authentication tag length is 80 bits. The recommended key derivation function is AES in counter mode with a 128-bit master key from the key management. Interface for hardware-crypto support like IP phones. In comparison to the security options for RTP there are some advantages to using SRTP. 

SRTP provides increased security, achieved by confidentiality for RTP as well as for RTCP by encryption of the respective payloads. Integrity for the entire RTP and RTCP packets, together with replay protection.

The security goals for SRTP are to ensure:

· The confidentiality of the RTP and RTCP payloads, and

· The integrity of the entire RTP and RTCP packets, together with protection against replayed packets.

These security services are optional and independent from each other, except that SRTCP integrity protection is mandatory (malicious or erroneous alteration of RTCP messages could otherwise disrupt the processing of the RTP stream).

   Other, functional, goals for the protocol are:

· A framework that permits upgrading with new cryptographic transforms,

· Low bandwidth cost, a framework preserving RTP header compression efficiency, and, asserted by the pre-defined transforms:

· A low computational cost,

· A small footprint (i.e., small code size and data memory for keying information and replay lists),

· Limited packet expansion to support the bandwidth economy goal,

· Independence from the underlying transport, network, and physical layers used by RTP, in particular high tolerance to packet loss and re-ordering.

These properties ensure that SRTP is a suitable protection scheme for RTP/RTCP in both wired and wireless scenarios.

Besides the above-mentioned direct goals, SRTP provides for some additional features. They have been introduced to lighten the burden on key management and to further increase security.  They include:

· A single "master key" can provide keying material for confidentiality and integrity protection, both for the SRTP stream and the corresponding SRTCP stream.  This is achieved with a key derivation function (see Section 4.3), providing "session keys" for the respective security primitive, securely derived from the master key.

· In addition, the key derivation can be configured to periodically refresh the session keys, which limits the amount of ciphertext  produced by a fixed key, available for an adversary to cryptanalyze.

· "Salting keys" are used to protect against pre-computation and time-memory tradeoff attacks. [54]

The combination of SRTP and MIKEY may be used to provide end-to-end encryption even between different multimedia signaling standards like H.323 and SIP.
2.2.2 Key Management for SRTP – MIKEY

3 MINIMUM RECOMMENDED SECURITY IMPLEMENTATIONS

3.1 Protection of SIP Messages

In order to protect the confidentiality, integrity, and authenticity of SIP messages, it is recommended that as a minimum the VoIP phone should implement the following:

· The ability to establish and maintain a TLS connection for registration and requests

· The ability to respond to digest authentication challenges

· The ability to use S/MIME for protection of the SIP body and SIP headers as defined in the Authenticated Identity Body specification

· The ability to handle receipt of an AIB payload and deduce security violations from the data within.

Utilizing TLS for all SIP communication will enable confidentiality and integrity of the SIP headers and body and authenticate the server to which the request is being sent.  RFC 3261 specifies that all SIP proxies must implement TLS, so this capability can always be used if the UA is capable.  IPsec is the only other mechanism that could also enable these services, but key management is more of an issue.  Maintaining the TLS connection throughout the SIP session protects the session from interference throughout its lifetime and is a recommended practice.

For those instances in which TLS is not possible (i.e. if UDP is the preferred choice of transport for SIP), it is recommended that all call requests contain an S/MIME AIB payload encrypted with the intended recipients’ public key.  This also provides authentication and integrity, although confidentiality of the SIP headers is lost since they need to be visible for use by SIP intermediaries.  This is therefore less secure than TLS, but a very acceptable solution for most users.

3.2 Securing the Media Stream

4 FUTURE AREAS FOR RESEARCH

The problem of NAT traversal by SIP, RTP, and other associated protocols has many proposed solutions.  A comprehensive review and test of the various methods and a reporting of those findings in one consolidated document would be of great use in progressing towards a standard method.  This would help to greatly reduce the many different requirements placed on various SIP agents in an attempt to comply with these many methods.
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XoIP: Media over IP 
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