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Abstract:
Modern networks were built on insecure technology.  Address Resolution Protocol, a fundamental building block of low-level communication within a subnet, is a prime target for attacks due to its anonymous and easily exploited implementation.  By crafting special spoofed ARP messages, an attacker can trick systems into misdirecting traffic in a subnet.  This devious task is made easy even for beginners with freely available software tools.  Fortunately solutions can be implemented on individual hosts or in the network switching hardware.  Understanding the problem is key to defeating it.
Introduction:
Is Your LAN Secure?

________________________________________________________________________________

As the system administrator for your network, you have just finished configuring firewalls and ensuring crucial servers are hardened.  You have an intrusion detection system (IDS) in place to flag suspicious activity.  No attacker can get in from the wild, your internal network is completely switch-based to prevent packet sniffing, and at last your network is finally secure.  Life is good.  But you forgot one thing: You may be unprepared for an ARP poisoning attack.  Unless you understand and take action against this long-standing but still potent vulnerability, you may be open to a sneaky attack from the inside.
Address Resolution Protocol (ARP) is the glue between two layers of the modern internet protocol (IP) stack.  Primarily used for today’s ubiquitous Ethernet local area network (LAN), ARP is responsible for mapping IP addresses to physical hardware addresses.  This is needed for systems to communicate with each other within a subnet, or more accurately, a broadcast domain.  Although it is a fundamental underpinning of communication model, ARP was never designed with security in mind [12].  It is possible for a malicious machine to generate ARP packets with incorrect information which cause systems in the same subnet to become confused and send traffic to the wrong places.  This leads to the possibility of several attacks which could seriously disrupt or compromise the network.
This paper discusses the theory behind ARP and how it can be exploited to facilitate network attacks.  Specific hacking tools are pointed out, showing the ease with which even an inexperienced user can mount an attack.  The related point is emphasized that ARP poisoning is relevant to more than just wired LANs.  Fortunately, solutions exist to detect and prevent the problem with various levels of effectiveness.  Current and proposed techniques are covered, some of which require careful configuration.  With this information you will be better equipped to face the challenge of securing a network.
Section 1:
Overview of ARP
________________________________________________________________________________

To understand the workings of ARP, it is necessary to briefly cover some background material, starting with transmission control protocol / internet protocol (TCP/IP).  For modern networks, TCP/IP is the communication design of choice.  To reduce complexity, it can be represented as a five-layer stack, each layer representing a set of features at a given granularity (Fig. 1).  Each layer is an abstraction for the layer above, and each layer is dependent on the layer below.  The physical layer handles details such as what voltage and duplex mode to use.  The data link layer moves data node to node – that is, between connected systems with no routing needed.  The network layer moves data from source to destination, with any number of nodes or hops in between.  The transport layer extends more features to the network layer, such as ports and in-order delivery.  Finally the application layer interacts directly with software.  For the purposes of this discussion, we are only concerned with the data link layer and the network layer.
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Figure 1: The TCP/IP stack [6].

Above the network layer of the protocol stack, machines communicate with each other by IP address, for example 192.168.0.25 in IPv4.  However, between any two connected nodes – which are generally in the same subnet – physical addresses for the data link layer are used instead of IP addresses.  ARP is the feature of the network layer that resolves an IP address to a physical address, commonly known as a Media Access Control (MAC) address [19].  Every network adapter or Ethernet card has a unique MAC address assigned by the manufacturer, for example 00-0c-29-3e-0c-55.  Because MAC addresses are designed to guarantee a lack of address collisions, it makes sense for the relatively ignorant data link layer to use these for low-level communication.
For ARP to translate IP addresses to MAC addresses, requests and replies are generated.  To understand how this works, it is useful to generate an informal example [14].  Suppose computer A and computer B are on the same subnet.  System B knows that A’s IP address is 192.168.38.17.  When system B wants to send a packet to A, it sends the following broadcast message: Who has IP address 192.168.38.17?  System A hears the message and responds as follows: I do, and my MAC address is 00-d1-b7-6e-ca-4b.  System B gets the reply, sends its packet to 00-d1-b7-6e-ca-4b, and all is well.  Since the mapping is unlikely to change soon, system B caches the mapping.  For future communication, instead of broadcasting another ARP request over the network, system B uses its local cache and sends packets directly to the associated MAC address.  After all, it would generate much unnecessary network traffic to send an ARP request for every packet.  However, as we see later, caching is the target of ARP evildoings.

On Windows and UNIX, cached ARP mappings can be shown with the “arp” command (Fig. 2).
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Figure 2: Output from the “arp -a” command in Windows.

A computer will remember recent mappings for a short time, for example 2 minutes, depending on the operating system implementation.  If more communication takes place with the remembered system, the mapping can be automatically renewed up to a maximum time, for example 10 minutes [24].  When a mapping expires, the entry disappears from the cache, after which the computer will need to have a new ARP exchange to keep sending data.  This seems simple enough until an additional optimization is added to the mix – the ARP announcement.

As it was designed, ARP is a stateless protocol.  This means ARP requests and replies do no need to be matched.  A node is free to send unsolicited ARP replies any time it wishes, for the sole purpose of updating the caches of other nodes.  This mechanism is known as a gratuitous ARP announcement [25].  The underlying idea is that when a new node comes online, it can announce its presence to other nodes on the network.  This makes IP address conflicts readily noticeable and gets networks up and running with minimal effort.  The other nodes on the network happily soak up the new mapping information into their ARP caches, enabling them to talk to the new node immediately.  In a switched network, even the switch listens to the ARP announcement and adds an entry to its own table of ports and MAC addresses [9].  Unfortunately, while this is all smooth and efficient, it gives little thought to the potential problems caused by maliciously formed ARP packets.
Section 2:
The Hacker’s Playground

________________________________________________________________________________

Back when the Internet was an academic exercise, designers were mainly concerned with getting it working and seeing what it could do.  As the technology became more commonplace, embedded vulnerabilities suddenly became targets for mischief [12].  Denial of service (DOS) attacks rendered systems unavailable to legitimate users.  Eavesdropping attacks leaked secret information into unauthorized possession.  And perhaps worst of all, the dreaded man in the middle (MITM) attack enabled not only listening to information but tampering with it.  A well-known problem some years ago was the sniffing attack on hub-based networks [14].  In this type of network, any nodes in a subnet would receive all the information flowing in the subnet, but would choose to ignore any information which was not specifically addressed to it.  However, a node’s network adapter could be placed into the so-called promiscuous mode whereby it would accept all traffic regardless of what node it was intended for.  Since this enabled an attacker to sniff usernames and passwords, network administrators were quick to jump on new switching technology.  With switches instead of hubs, nodes were now connected at the data link layer instead of the physical layer.  Switches enforced the policy that each node receive only the data intended for it, sorting data frames by their destination MAC addresses [21].  Additionally, switches provided a huge performance benefit by eliminating frame collisions among nodes sharing a hub.  However, rather than eliminating the problem, this only paved the way for a new generation of attacks based on the Address Resolution Protocol.
ARP spoofing, also known as poisoning, is a class of attacks which involve sending ARP messages to populate victims’ caches with incorrect information, thereby causing traffic to be misdirected.  The problem here is that via ARP any computer can claim it has an IP address, whether it really does or not.  A malicious computer can send an ARP announcement to a victim node in the same subnet, which the victim will readily accept even if it overwrites an existing entry in its cache.  For example, returning to our computer A and computer B from earlier, let us now add malicious computer C.  The attacker C sends an ARP announcement to B claiming to own A’s IP address, even though that is untrue.  Now when B wants to sends a packet to A, it looks in its ARP cache and sees the IP address already there – with C’s MAC address.  It sends the data to C instead of A.  The packet has been misdirected because B was tricked into addressing it directly to C.  Likewise, attacker C can spoof an ARP announcement to A claiming to have B’s IP address, effectively inserting itself between the two computers in a MITM attack.  Things will remain this way until systems A and B send new ARP packets with the correct information.  While new ARP packets will restore the network to proper operation, the attacker may quickly follow them up with more spoofed ones.  Whichever packets are the most recent will take priority, so the malicious user needs only to keep sending bad ARP packets to keep breaking the network [8].
A special case of the ARP spoofing attack involves traffic destined for the Internet or anywhere else outside the subnet.  In this case, node A is not just any node but the gateway to the Internet, so all outgoing traffic is directed through it (Fig. 3).  System C crafts a unicast ARP message for the victim B, claiming to own the gateway’s IP address.  The victim receives the message and updates its ARP cache, overwriting the entry for the gateway.  Now, instead of sending Internet traffic to the gateway, victim B sends its traffic to malicious system C.  If the attacker has some type of IP forwarding enabled, then it can send the traffic out to the gateway after examining it for sensitive data.  By sending a spoofed message pretending to be the victim, the attacker can also fool the gateway and intercept incoming traffic.  This MITM attack can also be used as a DOS attack if the attacker simply does not forward the data – equally effective but less stealthy.  This attack need not affect only one victim either.  Poisoned ARP messages could be sent to every machine in the subnet, redirecting all traffic to the attacker.  In this way, a malicious node could take over as the gateway for the whole subnet.  Alternatively, if DOS is the only objective, the attacker can poison the network by sending ARP announcements with randomly generated MAC addresses.  If all the nodes on the subnet have incorrect information in their ARP caches, then they will send data to a black hole of non-existent destinations [23].  Whether an attacker wants to sniff, tamper, or simply shut down the network flow – all of these options are available with ARP spoofing.
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Figure 3: Attacker C claims to be the gateway, fooling victim B [10].

It is important to point out that these attacks are not merely theoretical.  A number of tools exist for UNIX and Windows to generate spoofed ARP packets and parse the redirected traffic.  Special tools are necessary because the IP stack configured with the operating system manages ARP traffic transparently, with no interface intended for creating abnormal packets.  Arpoison, for example, is a command line utility whose sole purpose is to send customized ARP packets [5].  Dsniff is a collection of simple but effective tools for sniffing and intercepting network traffic via spoofing [22].  Other packages offer more advanced spoofing integration, making attacks easy for even inexperienced users.  Examples include Ettercap on the UNIX platform and Cain on Windows [18, 16].  Launching a Cain exploit can be as simple as pressing a button and watching it work (Fig. 4).
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Figure 4: Cain software, showing an ARP attack in progress [14].

It is worthwhile to point out that attacks do not just affect wired local area networks but also any network which uses the same protocols – wireless in particular [14].  Wireless IEEE 802.11 connections are extremely popular today despite a swath of related security problems.  The reality of ARP poisoning is that anyone who gains access to a wireless network may be able to take over the connection by pretending to be the gateway.  Although encryption of wireless signals is intended to block intruders from entering, wireless encryption schemes such as the commonly used wired equivalent privacy (WEP) have embedded weaknesses which render them significantly less secure than wired connections [3].  If an attacker is able to enter, any unencrypted data flow can be sniffed and modified as desired.  Because of the nature of wireless signals, the attacking machine can even be easily concealed as a laptop inside a bag, so nearby victims do not even see their attacker with a computer.  ARP attacks are present and dangerous, perhaps now more than ever.
Section 3:
Preventing Attacks

________________________________________________________________________________

Given the potential severity of ARP spoofing attacks, the threat has not gone unnoticed by network security gurus and developers.  A number of different approaches can be taken to detect or eliminate the problem.  Options include modifying the behavior of the node or the switch, adding an intrusion detection system (IDS), and even extending the protocol with secure authentication.  Perhaps the simplest technique is to assign static ARP cache entries to each node, so each IP address always resolves to the corresponding MAC address with no network queries needed.  This eliminates all ARP traffic from the subnet, and prevents spoofing since static entries cannot be overwritten by announcements.  However, some operating systems may violate convention and overwrite static entries with ARP announcements, negating the benefits [23].  More importantly, static entries are only reasonable for a small number of nodes due to the manual administration required.  Any time a network interface card is replaced or a new node is added to the network, all of the static caches will be out of date.  Additionally, dynamic host configuration protocol (DHCP) would be entirely incompatible with this setup.  ARP was intended to be dynamic because it adapts quickly to changing network configurations without needing human intervention.  One compromise is to resist spoofed ARP messages without significantly hindering the flexibility of the system.  Software such as Anticap and Antidote allow new ARP entries but prevents already cached entries from being changed [1, 11].  This could be effective except that the software may ignore any legitimate changes in the network and block communication.
A more powerful and complex approach may be available for switched networks.  The switch is normally the only part of the network that is able to see all the traffic in context, since it can actually see which physical ports are being used.  Therefore it should be possible for the switch to notice that competing claims for an IP address are originating from different ports, or to notice that one port is announcing multiple MAC addresses within a short period of time.  For a normal switched setup, only one network adapter – and thus one MAC address – should be connected to a switch port.  Modern multilayer switches are well aware of this fact and implement port security features.  For example, the popular Cisco Catalyst switches implement a feature called Dynamic ARP Inspection which is capable of eliminating spoofed ARP packets [9].  For this feature to work, either static entries must be managed in the switch or a DHCP server must be connected and properly configured with DHCP Snooping enabled.  DHCP Snooping is the ability of the switch to listen to DHCP offers originating from a trusted computer attached to a known port [9].  This enables the switch to associate the MAC address and port of the node that broadcast the DHCP discovery to the IP address returned by the DHCP server.  If any node sends an ARP announcement claiming to own an IP address that was not given by the DHCP server, then the switch recognizes the packet as invalid and drops it.  Although this is effective, it requires that the DHCP server and port be secure and properly configured; also DHCP Snooping and Dynamic ARP Inspection must be enabled and properly configured with host ports set to untrusted mode.  Care is imperative because incorrect configuration opens possibilities such as DHCP spoofing and bypassing the security.  If the switch has virtual local area network (VLAN) technology, then the scope of ARP problems can be reduced by segmenting networks into smaller subnets [10].  Since ARP messages do not cross subnets unless routers are specially configured to forward them, it may be possible to protect critical nodes by putting them in small VLANs and forcing them to communicate with less secure nodes through routers.  Unfortunately this does not completely eliminate ARP spoofing problems unless every node is in a different subnet – an impractical setup.
If the switching hardware does not have advanced features to block ARP spoofing, then it is worthwhile to investigate the possibility of using an IDS.  If the switch has a monitoring port, then a system can be attached to watch all the traffic for suspicious activity.  Arpwatch is a utility designed to listen for suspicious ARP messages on the network and log them [15].  The popular Snort IDS also has an experimental preprocessor to catch unusual ARP traffic patterns, although it is not enabled by default [7].  While logging is helpful, it may require human intelligence to determine if the ARP traffic is malicious or simply indicative of network misconfigurations.  For example, a computer with an unreliable link or a failing network adapter may generate an unusual number of ARP broadcasts or be issued different IP addresses by DHCP on successive connection attempts [23].  Though it is difficult to take automatic action based on IDS results without the danger of hindering valid communications, monitoring is sufficiently helpful that companies sell standalone ARP spoofing detection modules.  ARPDefender and ARP-Guard are examples of such units, which listen to ARP traffic and send notifications when suspicious packets are observed [2, 20].
Although many different vectors exist to detect and prevent ARP attacks, they are constrained by inherent security problems with the protocol.  The root issue is that there is no definitive way to prove a MAC address to IP address mapping.  Any node on a subnet can claim to own a MAC address or IP address, but without authentication the claim is accepted on blind trust [17].  The best technique seen so far is for a switch to interact with a DHCP server to block spoofed traffic.  However, not all switches support this functionality, and configuration can be complex for the ones that do.  Some researchers have proposed that ARP needs to be significantly modified to really fix the problem.  In particular, ARP needs an authentication mechanism so messages can no longer be anonymous.  One idea is to use a certification authority (CA) on the network to issue a private-public key pair to each node [4].  In this scheme, each ARP message has to be signed with the sender’s private key and verified upon reception with the corresponding public key.  To protect against replay attacks, some form of recency verification has to be added, for example with one-time passwords [13].  Due to various implementation challenges and performance concerns, not to mention backward compatibility, experts have not yet agreed upon a standard.  How to best secure the protocol is an unanswered question – a field for further research.

Conclusion

________________________________________________________________________________

Address Resolution Protocol, a fundamental standard of modern network communication, has serious security issues.  Man in the middle and denial of service attacks can be carried out by any malicious computer on the same subnet as the victim.  Exploits are not only possible but very real with a variety of ARP spoofing tools available.  Although these tools have powerful functionality to compromise networks, all hope is not lost.  A variety of solutions exist to detect and prevent spoofing attacks.  Of these, one of the most effective is implemented in switching hardware.  By utilizing carefully configured security, switches with embedded technology are able to block bad ARP packets.  However, with wireless connections reaching ever greater levels of popularity, the prime day of ARP spoofing may be just arriving.  It is important to recognize the threat and implement appropriate security measures to ensure safe computing in today’s dangerous world.  Armed with the right tools and knowledge, you can defeat the challenge.
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