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1 1.  Mission  Description  and  System  
Identification.   .
1.1      1.1.  System Name and 
Identification.  

System Name           : E-Voting System by Brett Wilson

     
Organization Name  : University Of Colorado at Colorado Springs(UCCS).

     
Location                   : Colorado Springs, CO-80918
     
User                          : Boeing
1.2      
1.2.  System Description.  
The E-Voting system described in this document is based upon the Paillier Threshold Cryptosystem from the Graduate work of Wilson et al. [1]. The system will allow only single-choice ballot issues for an election consisting of potentially more than one ballot.  The election administrator creates the ballots and other election parameters then requests the Paillier threshold encryption parameters from the PTC Web Service during the initial election set-up.  The administrator then submits the election parameters to a VotingService web service, and saves the election parameters (including the cryptosystem parameters) to an XML file.  Next, Voters load the election parameters by opening the XML file. They then make their selection(s) and cast their encrypted vote(s) to the VotingService web service.  During the tally phase, the votes are multiplied together, and, due to the homomorphic properties of the Paillier cryptosystem, the product of the votes can be decrypted to reveal the sum total of all the votes cast.

1.3 The Paillier encryption scheme itself is homomorphic, self-blinding, and probabilistic.
 These properties are useful for implementing a secure E-Voting System.  The homomorphic property helps secure a voter’s privacy as well as greatly reducing the number of decryption operations required in the system. The self binding property is applied in a mix-net scheme to protect voter anonymity.  And finally, the probabilistic property is important for protecting voter privacy since no two votes, even if they are identical, will produce an identical cipher text.

The E-Voting System Software has the following components:  
The Paillier Threshold Cryptosystem consists of two main software components.

1. PaillierThresholdCryptoServiceProvider (PTCSP) – contains all of the algorithms and data handling methods required to fully implement the Paillier Threshold scheme.

2. Paillier Threshold Cryptography Web Service (PTC Web Service) – uses the PTCSP to generate the requested system parameters, properly secure them, and return them to the requestor.

The PTCSP holds two main blocks of data.  The first block is the cryptosystem parameters of type PaillierThresholdParameters  holds both the public and private keys, the secret key shares, and the system parameters specifying the number of shares and the threshold value.  

The second block is the DecryptionShares list exposed as a public property of generic type List(Of ThresholdDecryptionShares).  This list can either be populated by importing decryption shares obtained from participants in the system, or generated from a given ciphertext and the secret key shares present in the parameters data structure.  

The E-Voting System hardware architecture will consist of an E-Voting server which will house all of the software component functionality of the E-Voting system, a Linux firewall server which will limit access to the E-Voting system, and one E-Voting access terminal. All systems other than the E-Voting access terminal will be running on a VMWare virtual network configuration.

Figure 1: E-Voting System Hardware Architecture
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1.4 
     1.3.  Functional Description.   
The external players for e-voting system are election administrator, the candidates that own the key share and general voter. During the setup phase of election, the administrator creates the secret key shares to be owned by the candidates. For security reason, the secret key shares need to be encrypted by public X.509 certificate of the key share owners.

1.3.1.1. 
1.3.2. System  Capabilities
The E-Voting system will provide the capability for individuals to vote in local, state, and national elections securely from any pre-determined voting site. In addition, election administrators will be able to use the system to create election ballots, administer the election process and tally election results in a collaborative manner from any pre-determined election administration sites. 

The security level of the information contained within the E-Voting System application should be considered Top Secret, meaning access should be restricted to only those individuals who require it. The Principle of Least Privilege should be employed to determine all access levels for the system. In addition, the separation of the voter identification information from the ballot cast is essential to maintain any legally required anonymity of the voters.

Figure 2: E-Voting System Functional Diagram
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1.4.1           
1.3.2.  System  Criticality.  
DoD  Instruction 5000.2 mandates that systems be categorized as mission critical, mission essential or neither.  E-voting is 
Mission Essential - (system is essential for the completion of an organizational function)

1.4.2           1.3.3.  Classification  and  Sensitivity of  Data 
Processed.  
The e-voting system is designed upon the Paillier Threshold Cryptography(PTC) scheme. PTC inherently protects secrecy of individual vote, still making vote counting possible through mathematical properties. Thus, exposure of data is not critical threat to any of the election being carried out, as in order to make any sense out of the stored data requires consent and availability of all the secret share owners. The system do need to be protected against data loss due to natural calamity as well as human errors.

1.4.3           1.3.4.   System   User  Description  and  Clearance  
Levels.   

E-voting users are government personnel and government contractors.  Because of the data classification level, a special clearance is not required.  However, if a clearance is required it will be set by each facility.
Access requests are approved by  :E-voting Administrators
1.4.4           1.3.5.  Life Cycle of the 
System.  
E-voting  is in phase __3__ of the DITSCAP: (check one)

1 – Definition 

2 – Verification

3 – Validation

4 – Post-Accreditation

1.5     1.4.  System   CONOPS   
Summary.   

The system is to be used on Remote Desktop Connection. The evoting server is protected with a firewall.A voter thru his desktop or laptop has to first gain access to the firewall which in turn would grant him access to the evoting server.The code of evoting is to be configured thru proper configuration management procedures.
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2 2.   Environment  
Description.   

2.1      2.1. Operating   
Environment.    

E-voting  servers are located in the controlled spaces at UCCS Room EN-149.
2.1.1      
2.1.1.  Facility 
Description.  
· Office Space

· Strong Room

· Vault

· Facility secured for open storage (N/A for unclassified systems)
The current E-Voting System hardware resides in the Engineering Building, Room 149 at the University of Colorado, Colorado Springs. The environment in this facility is that of a typical business office. However, it is envisaged the production system will be located in an enterprise class computer facility with redundant power, air conditioning, dry fire control system, physical security, and raised flooring similar to that shown in Figure 3.

[image: image4.jpg]



2.1.2     
 2.1.2.  Physical  
Security.  
The physical security of the building is constantly monitored.there is security personeel in charge of the building on 24X7 basis.Only authorized persons are allowed to enter the e-voting server room. Auhorization is in the form of card swipes.There are cameras monitoring the e-voting server to reduce possibilities of tampering and/or removal of critical information pieces..
2.1.3          
 2.1.3.  Administrative  
Issues.   

The security personned are assigned duties on a rotational basis This is to ensure proper controls can be provided to eliminate fraud,abuse or espionage or at the least difficult. The security personnel are screened for background check before they are hired.

2.1.4  
2.1.4 Personnel
There are 5 security personnel assigned for the physical securities of the server room.No sitors are allowed entry in the server room..Only authorized personnel for maintenance of the evoting system are allowed entry with the proper authorization of swipe cards.

2.1.5 COMSEC

 

Not Applicable

2.1.5 
2.1.6.  TEMPEST.  
            
Not Applicable

2.1.6 2.1.7. Maintenance 
Procedures
The following is a firewall tune-up procedure a recommend you to do so you can have a "health chart" of your system:

1. Monitor your firewall for a month and store all the lof results. AS many logs you have more accurate and complete will be results of your firewall "physical" exam! 

By doing this you will have a first hand idea of the load going through your firewall, regardless if it is a packet or application level firewall. If the firewall is an application level firewall, this should be a breeze, as these firewall already provide you a lot of reports about the system by default. Now, if it is a packet-level firewall, like a router for example, then you will have to develop some kind of log-reduction, by using tools such as tcpdump, or  NNstat. 

2. Sort the logs by the time of day, per hour. 

3. Tabulate the batch of logs by services, yielding values like: 

· Number of web hits during that interval 

· Average size of retrieved web objects during that interval 

· Average time between web accesses during that interval 

· Number of FTP retrieves during that interval 

· Average size of FTP objects retrieved during that interval 

· Average time between FTP retrievals during that interval 

· Number of TELNET sessions during that interval 

· Maximum concurrent TELNET sessions during that interval 

· Amount of NNTP traffic in during that interval 

· Amount of NNTP traffic out during that interval 

· Average time between NNTP sessions during that interval 

Watch for new patch releases for your firewall of operating system, and when they come out, apply them. Be careful with false patches, as every now and then you will find someone creating a Trojan horse patch and trying to pass it off as the real thing.

The following is a list of steps and procedures you should follow in order to keep your firewall working properly, which includes both preventive and curative measures:

1. Back up all firewall components, not only the bastion host(s), loaded with firewall software, but also the routers. 
2. Make sure when adding new management accounts on a firewall, as it’s very important to maintain your firewall system secure at all times. New accounts must be added correctly, as well as old accounts removed, and make sure to change passwords after deleting an user account. My recommendation is that you should limit the number of user accounts on the firewall, only allowing administrators to access it. 
3. Watch the log reports of traffic passing through the firewall. Data always expands to fill all available space, even on machines that have almost no users. Unfortunately, there is no automatic way to find junk on the disk. Auditing programs, like Tripwire, will alert on new files that appear in supposedly static areas. The main disk space problem will be firewall logs. These can and should be rotated automatically with old logs being stored for a minimum of one year. 
4. Monitors your system. By creating a habit of monitoring your system you will be able to determine several things: 

· Has the firewall been under any form of attack? 

· If so, what kinds of attacks are being tried against the firewall? 

· Is the firewall holding up to this attacks, in working correctly? 

· Is the firewall able to provide the service users need? 

· Monitor attempts to use the services you disable. 

· Configure your system so that any activities related to security is recorded on a log report. 

· If your firewall doesn’t provide an auditing software, install one, such as Tripwire or L5, run it regularly to spot unexpected changes to your system. 

· Log your most critical events to hardcopy if at all possible, and check your logs frequently! 

· Be on alert for abnormal conditions of your firewall. Develop a security checklist, watching for:

· All packets that were dropped 

· Denied connections, as well as rejected attempts. 

· Data such as time, protocol, and user name of all successful connection to or through the firewall. 

· All error messages from your routers, firewalls and any proxying programs. 

· Exceptions based on your normal firewall activity. Figure 12.01 outlines a basic access policy.

2.1.7 2.1.8.Training 
Plans. 
The training plan for System Administrators include :

1. OS Hardening

2. Security domains 

3. Adding networks and hosts 

4. Importing vulnerability data 

5. Locating a hacker in a smoke screen 

6. Conserving threat data while away 

7. Removing a host from top threats view 

8. Filters 

9. Using rules 

10. Auditing

11. Firewall

12. IDS

Maintenance procedure of security personnel :

1. Yearly Training requirements 

2. Scheduld Penetration testing

3. Software update Procedures

4. Response to IDS

5. Response to suspicious Audit Activity

2.2      2.2. Software  Development  and  Maintenance  
Environment.   

 E-voting system will be maintained by UCCS-DITSCAP team. A routine integrity check of networks, firewalls and routers are to be maintained.A snort IDS is the be installed on the evoting server as a mechanism for intrusion detections. Snorts rules are to updated periodically to be in control of uncovered vulnerabilities.Honeypot measures are to be used for prevention of false positives.

2.3      
2.3. Threat Description.  
The system is also subject to a range of generic threats that are similar to those applicable to most government information systems.  Potential threats exist in the areas of:

· Protection and distribution control of Controlled Unclassified Information (CUI) that is processed, stored, and transmitted.

· Integrity of CUI processed, stored, and transmitted.

Potential threats to the system originate from natural and man-made sources.  Natural threats include fire, flooding, water, wind, and electrical disturbances.  Natural threats may be induced by man-made activity.  Man-made threats are from those who specifically target the system for espionage, criminal activity, unlawful use, denial of service, or malicious harm.  External or internal threat agents include espionage services, terrorists, hackers, and vandals.  Analysis of recent computer-related incidents, however, indicates that the greatest threat to the system is from a trusted agent who has access to the system.In the case of evoting system there is a residual risk of the trustworthiness of the key share owners who own public and private keys. 

· The most likely threat scenario involves an authorized user who accidentally or inadvertently commits or omits some action that damages or compromises the system, one of its components, or information processed, stored, or transmitted.  A malicious hacker could gain entry into the system for spoofing of votes, repudiation of votes,escalation of priveleges therby distorting thr election scenario.These circumstances also include the threat posed by users who negligently or inadvertently fail to follow security requirements for proper handling and labeling of system output or media, or the rules against the introduction of unauthorized software or data into the system.

· There is a related threat scenario that results from the failure of authorized users to employ proper procedure for entry or manipulation of system data because of a lack of proper or adequate training in the use and operation of the system. 

· There is a threat scenario that involves an authorized user who, for personal gain or vengeful reason, takes deliberate action to damage the system, one of its components, or information processed, stored or transmitted. .

· There is a threat scenario posed by disgruntled employees, especially those who are to be terminated for cause.

Insider threats, whether intentional or unintentional, can be manifested in the following ways:

· Unauthorized reading, copying or disclosure of sensitive information,

· Execution of denial of services attacks,

· Introduction of viruses, worms or other malicious software into the system,

· Destruction or corruption of data,

· Exposure of sensitive data to compromise through improper labeling or handling of printed output,

Any co-opted insider would most likely copy to disk and remove from the system any and all types of sensitive information to which the user had authorized access.  Such a user might also probe the system in an attempt to discover ways to circumvent access permissions, copy and remove from the system sensitive information to which such a user did not have authorized access.  Extremely sophisticated hackers are the most likely sources to make of such attempts. These individuals might be attempting to discover ways to introduce a packet sniffing tool into the system to learn the user ID and password of a system administrator or other privileged user.  By masquerading as a privileged user, the co-opted insider could bypass controls to gain access to the most sensitive information on the system.  In instances of sophisticated attack, there could also be attempts to gain unauthorized access to and modify audit data in order to prevent analysis and detection of the source and nature of the attack.  
3 3.    System   Architectural   
Description.     
3.1      3.1. System Architecture Description. 
 
The E-Voting System is configured with the following Hardware and Software components. The hardware specified is commercially available with no custom components or firmware modifications. The software used in the system is Commercial of the Shelf (COTS), OpenSource, or Unique

3.1.1 Dell Voter/Administration workstation. Model unknown.

- The Dell workstation hardware component will function as the voter and

Administrator interface to the E-Voting System.


Software:


- Microsoft Windows XP SP-2 operating system (COTS)


- Microsoft Remote Desktop (COTS). This software will be used to connect to

the E-Voting server to instantiate the E-Voting application.

3.1.2 HP VMware Server. Model unknown

- This HP virtual hardware component will function as the primary server for the

E-Voting system. It will provide the platform on which the virtual machines and

the virtual network will exist. 


Software: 


- Microsoft Windows 2003 Server Operating System (COTS)


- VMware Server (OpenSource). This software will be used to provide and

internal virtual subnet network that supports the E-Voting application server.

3.1.3 Virtual VMWare Firewall Server sharing the HP VMware server hardware 

- This virtual hardware component will function as the primary network security

device for the E-Voting system. 


Software:


- Fedora Core 6 Linux Operating System (OpenSource)

- netfilter iptables firewall software (OpenSource). The iptables firewall

software installed on this virtual hardware is configured to block all network traffic destined for the system except for traffic that is essential to the operation of the application.

3.1.4 Virtual VMWare EVoting Server sharing the HP server hardware

- This virtual hardware component will house the E-Voting application itself and all of its functionality.


Software:


- Microsoft Windows 2003 Server Operating System (COTS)

- Microsoft IIS Web Server (COTS). This software will provide the web component of the application.
- Microsoft SQL Server Database Server (COTS).  This software will provide the backend database functionality to house the E-Voting application data.
- E-Voting System Software [1] (Unique). This is the E-Voting system software itself. It will provide all functionality relevant to the operation of creating ballots, assigning keys, voting, and tallying ballots.
3.1.5 Network hardware

· The University of Colorado, Colorado Springs (UCCS) network backbone LAN will be used for all network communications outside of the VMware virtual environment involved in this project. The equipment and configuration of the UCCS network is unknown at the present time and will not be evaluated as part of this Certification and Accreditation process.

Figure 4: E-Voting System Architecture Diagram
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3.2      3.2.  System  Interfaces and  External  
Connections.   

  
The significant features of the E-Voting System network communications design are:

1. Encryption of all information transmitted over the RDP connection with RSA Security’s RC4 cipher between the Voter/Admin workstation and the server that houses the virtual network for the election system. The RC4 cipher is a stream cipher designed to efficiently encrypt small amounts of varying size data. 

2. Complete isolation of the election process to a virtual subnet within the VMware virtual environment. This will minimize the possibility of an unauthorized entity gaining access through the physical network hardware or the servers that comprise the E-Voting System functionality itself.

3. Communication to the E-Voting virtual system is limited to only the RDP port by the firewall. This will minimize the opportunity for an unauthorized entity to gain access to the E-Voting server through any other open IP port and subsequently to the E-Voting System data, data structures, and software. 

4. The E-Voting System is attached to the UCCS network infrastructure which provides the communication medium between all of the system features. This infrastructure is represented as the Network Cloud in Figure 5 below. The components that comprise this infrastructure are considered to be external interfaces connections to the E-Voting System and will be considered outside the accreditation boundary for the purposes of this document. 

Figure 5: E-Voting System Communication Diagram
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3.3      3.3.  Data  Flow  (including data flow 
diagrams). 
The E-Voting System consists of 4 user interface operations. Three of these are provided for election administration and one for voter interaction.

1) The first user interface function is provided for an election administrator to interact with the system and create the Pallier certificates for use by the election administrators to decrypt the election results following the voting process.

2) The second user interface is provided for an election administrator to create the election ballot and associate the appropriate key share owners with their Paillier keys and set the threshold value for the number of keyshare owners required to decrypt the election results.

3) The third user interface feature is provided for voters to vote on ballot issues and cast their ballot.

4) The fourth user interface feature provides the capability for the threshold number of election administrators to decrypt the election tally and display the election results.

Figure 6: E-Voting System Data Flow Diagram
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3.4   3.4.  Accreditation  
Boundary.  
The physical boundaries of the E-Voting system which will be subject to evaluation will                    consist of E-Voting Server and the Firewall server. These two components provide the functionality and principle line of defense for the E-Voting process. The components will be evaluated for weaknesses that may be exploited via external or internal attack. 

The following diagram 7 illustrates the E-Voting System components which will be evaluated as part of the scope of the C&A task.

Figure 7: E-Voting Accreditation Boundary Diagram
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4 4.  System  Security  
Requirements.       
1.1      4.1.  National  and  DoD  Security  
Requirements.   
National and DoD security instructions or directives applicable to E-voting system  include:

E-voting system is in compliance with the following National and DOD security requirements:

· Public Law 100-235, Computer Security Act of 1987 

· OMB Circular A-130, Management of Federal Information Resources

· DOD 5200.40, DOD Information Technology Security Certification and Accreditation Process (DITSCAP)

· DOD Mobile Code Policy

· DOD Directive 5200.2, DOD Personnel Security Program.
· DODD 8500-1
1.2      4.2.  Governing  Security  
Requisites.   

E-voting system  is in compliance with the following governing security requisites:

· SECNAVINST 5239.3, Department of the Navy INFOSEC Program, 14 July 1995

· OPNAVINST 5239.1B, DON Information Assurance (IA) Program

· NAVSO P-5239-15, Controlled Access Protection (CAP) Guidebook

· NAVSEAINST 5239.2, Information Systems Security, 29 July

1.3      4.3.  Data Security 
Requirements. 
 The data processed by the e-voting system is extremely sensitive as it relates to the tally of votes.The data has an encryption algorithm that ensures a private and a public key for encryption and decryption purposes.A select set of key share owners gain access to the public and private key.However there an implicit trust factor involved when this set operates on the encryption and decryption operations.
All data processed by E-voting system  is considered to be sensitive but unclassified (SBU) data.  The loss, misuse, or unauthorized access to or modification of this information could adversely affect the national interest or the privacy to which individuals.   Five basic security services apply to accessing, storing, processing, and transmitting this data.  They are accountability, availability, confidentiality, integrity, and access.

· Accountability – Individual accountability is required for accessing and modifying the data.

· Availability –The e-voting system  must be reliable and available to provide information to authorized users upon demand.

The permissible downtime is one day.If  recovery process is going to take more than a day backup systems are to be channelised.

· Confidentiality – Protection of sensitive data stored, processed, and transmitted by the E-voting system is required at all times.

Requirement: Solution: (e.g., HTTPS/SSL; SSH; VPN; other)

· Data Integrity – Data integrity mechanisms must be in place to ensure that data is changed only in a specified and authorized manner.
Solution: (e.g., CM process [provide summary]; File Integrity Analysis tool (Tripwire);

· Access Controls – Access to the data is based on the highest privileged principle.
1.4      4.4.  Security  
CONOPS. 
Figure 8: Create Election Ballot Process
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Figure 9: Request PTC Parameters Process
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Figure 10: Voting Process
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Figure 11: Election Vote Tally Process
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1.5    4.5 Network  Connection  
Rules.   
            External Connection - each external connection to the site’s internal network must be

secured such that it does not introduce any risk to the network. Every site should have a                           security policy. The policy must ensure that all connections to external networks should conform equally DOD leased lines carry an aggregate of sensitive and non-sensitive data; therefore unauthorized access must be restricted

Restricting access to all routers is critical in safeguarding the network. In order to control and authorize access, an authentication server that provides extended user authentication and authority levels will be implemented.

Firewall Rules – Firewalls are to be implemented to the fullest possible extent.

iptables -t nat -A POSTROUTING -o eth0 -j 
MASQUERADE

iptables -t nat -A PREROUTING -p icmp -i eth0 -d 
128.198.60.139 -j DNAT --to-destination 
10.0.0.2 

iptables -t nat -A PREROUTING -p tcp -i eth0 -d 
128.198.60.139 --dport 3389 -j DNAT --to-
destination 10.0.0.2 

iptables -A INPUT -p tcp --dport 25 -j DROP 

iptables -A FORWARD -p tcp --dport 25 -j DROP 
Intrusion Detection systems - Network intrusion detection systems (NIDS) provide an additional level of control and visibility into the network infrastructure. They can expose

unauthorized or malicious traffic that will most likely be blocked by the premise router and firewall as well as traffic from hackers who may be able to thwart the enclave perimeter protection mechanisms. Network intrusion detection systems can also be used to block suspect attacks that are easily recognized. An external NIDS must be installed and implemented in front of the premise or border router and must be monitored by the certified CNDSP.
1.6      4.6. Configuration  Management  
Requirements.  
Identifiers are assigned to technical items and data.A database of configurable items is maintained in the MS-EXCEL worksheet.Any entry made into the database is accompanied by a document control no. date when changed and the details of the user who made the changes.The changes are audited weekly for a configuration status.Once the changes are approved the document is updated on http://viva.uccs.edu/ditscap
1.7      4.7.  Reaccreditation  
Requirements.   

Once the Designated Approving Authority (DAA) grants Approval to the SSAA of E-voting system, procedures require the System to be reevaluated for accreditation whenever a significant change is made in hardware or software which would impacts the security diagram of the evoting system, if the user base changes significantly, or every three years, which ever occurs first.  
1.8      4.8.  User  Security 
Requirements.  
 The voter identity has to be established before the voter can cast his vote on the evoting system.This can be done thru a voter identification card which shall issue the voter his pin no. to gain access to the system.Merely assigning a voter id is not permissible as a voter with the valid ID can vote any no. of times.

5. Organizations and Resources.

5.1.1. 
5.1.2. Organizations. Boeing,UCCS


[image: image13]
5.2.      
5.2.  Resources.   

             Computers and Network systems from the EN-149 lab

1.9      5.3.  Training for the Certification 
Team.  

DOD PKI,


Diacap/Ditscap Familiarization Courses


COMSEC.EMSEC,TEMPEST

1.10      5.4.  Other Supporting 
Organizations.   
             Not Applicable

2 6.  DITSCAP 
Plan.  
2.1      6.1.  Tailoring 
Factors.     

          6.1.1.   Programmatic   
Considerations.    

The E-voting system will use the Grand Design program strategies.  The total functionality of the system is developed in a single increment.  Therefore, the DITSCAP tasks include draft the SSAA, conduct certification requirements review, and establish agreement on level of effort and schedule.
          6.1.2.  Security 
Environment.  
Physical constraints – the physical access of the system cannot be limited which will cause more security risks due to the difficulty for validating the voters.

Operational constraints – users may be operating the system on a variety of different platforms which will cause more risk if the system is developed with a single platform in mind.
Computer constraints – limited computer resources may reduce the level of security in that developers are limited to developing the system with only the resources on hand.

Network constraints – limited to the existing networks which may increase risk if the network is broken into. 

          6.1.3.  IS  Characteristics  and  Certification  
Level.   

                     Already Covered
          6.1.4.  Reuse  of  Previously  Approved  
Solutions.    
                     Not Applicable

2.2     6.2.  Tasks  and  
Milestones.   

	ID
	Task_Name
	Duration
	Start_Date
	Finish_Date
	Resource_Names

	1
	Team members finalization
	1 day
	Thu 2/15/07
	Thu 2/15/07
	 

	2
	Initial meeting with Boeing
	1 day
	Fri 3/23/07
	Fri 3/23/07
	 

	3
	Analyze E-Voting system
	2 days
	Mon 4/2/07
	Tue 4/3/07
	 

	4
	Review Meeting with Boeing
	1 day?
	Wed 4/4/07
	Wed 4/4/07
	 

	5
	Install e-voting system in EN-149
	1 day
	Mon 4/9/07
	Mon 4/9/07
	 

	6
	Envisage plan of Attack.
	1 day
	Mon 4/9/07
	Mon 4/9/07
	 

	7
	Include nessus for generic penetration testing
	1 day
	Tue 4/10/07
	Tue 4/10/07
	 

	8
	Understand basic cryptography and their vulnerability
	2 days
	Wed 4/11/07
	Thu 4/12/07
	 

	9
	Follow phases in Schedule I
	15 days
	Fri 4/13/07
	Thu 5/3/07
	 

	10
	Follow-up with DAA
	2 days
	Fri 4/26/07
	Mon 5/7/07
	 

	11
	Final presentation
	1 day
	Tue 5/10/07
	Tue 5/10/07
	 


2.3      6.3.  Schedule  
Summary.   

             Refer to the section 6.2

2.4       6.4.  Level  of  
Effort.   

Table 1.  Certification Levels
	Level
	Certification Level
	Description

	1
	Minimum Security Checklist
	Level 1 requires completion of the minimum security checklist.  The system user or an independent Certifier may complete the checklist.


Table 2.  System Characteristics and Weights

	Characteristic
	Alternatives and Weights
	Weight

	Interfacing Mode
	Benign (w=0), Passive (w=2), Active (w=6)
	2

	Processing Mode
	Dedicated (w=1), System High (w=2), Compartmented (w=5), Multilevel (w=8)
	1

	Attribution Mode
	None (w=0), Rudimentary (w=1), Selected (w=3),
Comprehensive (w=6)
	3

	Mission-Reliance
	None (w=0), Cursory (w=1), Partial (w=3), Total (w=7)
	0

	Availability
	Reasonable (w=1), Soon (w=2), ASAP (w=4), Immediate (w=7)
	1

	Integrity
	Not-applicable (w=0), Approximate (w=3), Exact (w=6)
	6

	Information Categories
	Unclassified (w=1), Sensitive (w=2), Confidential (w=3), Secret (w=5), Top Secret (w=6), Compartmented/Special Access (w=8)
	2

	
	Total of all weights
	15


Table 3.  Certification Level

	Certification Level
	Weight

	Level 1
	If the total of the weighing factors in Table 2 is < 16.

	Level 2
	If the total of the weighing factors in Table 2 is 12 – 32.

	Level 3
	If the total of the weighing factors in Table 2 is 24 – 44.

	Level 4
	If the total of the weighing factors in Table 2 is 38 – 50.


6.5 
6.5. Roles and Responsibilities.  
The DITSCAP team at UCCS will be responsible for the development, execution, and maintenance of the E-voting system SSAA and Boeing will be responsible for the evaluation of the E-voting system SSAA.

The key roles in the DITSCAP are the program manager and Certification Authority. 

Program Manager (PM)

The program manager represents the interests of the system throughout its life cycle (acquisition or maintenance, life-cycle schedules, system operations, performance, and maintenance).  The PM is Dr. Edward Chow.
Designated Approving Authority (DAA)

The DAA  provides the technical expertise to conduct the certification through the system's life cycle based on the security requirements documented in the SSAA. The DAA r determines the level of residual risk and makes an accreditation recommendation 

Appendix A Acronyms

AAA 

Authentication, Authorization, and Accounting

ACK 

Acknowledge Field Significant

ACL

 Access Control List

AG 

Approved Gateway

AH

 Authentication Header

AIS

 Automated Information System

ARP

 Address Resolution Protocol

AS 

Autonomous Systems

AS-NII 
Assistant Secretary of Defense for Networks & Information Integration

ATC 

Approval to Connect

ATM 

Asynchronous Transfer Mode

ATO 

Authority to Operate

BGP 

Border Gateway Protocol

BIND 

Berkeley Internet Name Domain

BOOTP 
Boot Protocol

CAP 

Connection Approval Process

CCSD
 
Commercial Circuit System Designator

CDP 

Cisco Discovery Protocol

CEF 

Cisco Express Forwarding

CERT 

Computer Emergency Response Team

CHAP 

Challenge Handshake Authentication Protocol

CIDR 

Classless Inter-Domain Routing

CIP 

Channel Interface Processor (Cisco product)

CJCSM 
Chairman Joint Chiefs of Staff Manual

CLI 

Command Line Interface

CND 

Computer Network Defense

CNDSP 
Computer Network Defense Service Provider

COOP 

Continuity Of Operations

CS 

Communication Server

CSU 

Channel Service Unit

DAA 

Designated Approving Authority

DDoS 

Distributed Denial of Service

DECC 

Defense Enterprise Computing Center

DECC-D 
Defense Enterprise Computing Center-Detachment

DES 

Digital Encryption Standard

3DES 

Triple Digital Encryption Standard

DHCP 

Dynamic Host Configuration Protocol

DID 

Defense-in-Depth

DISA 

Defense Information Systems Agency

DISAI 

Defense Information Systems Agency Instruction

DISN 

Defense Information System Network

DITSCAP 
DOD Information Technology Security Certification and Accreditation Process

DMZ 

Demilitarized Zone

DNS
 
Domain Name Service

DOD 

Department of Defense

DOD-CERT 
Department of Defense-Computer Emergency Response Team

DoS 

Denial of Service

DSU 

Data Service Unit

DTP 

Dynamic Trunking Protocol

EAL 

Evaluated Assurance Level

EAP 

Extensible Authentication Protocol

EAPOL 
Extensible Authentication Protocol over LAN

EIA/TIA 
Electronic Industry Association/Telecommunications Industry Association

EIGRP 
Enhanced Interior Gateway Routing Protocol

ESP 

Encapsulating Security Payload

FA 

Firewall Administrator

FDDI 

Fiber Distributed Data Interface

FIPS 

Federal Information Processing Standard

FPC 

Flexible PIC Concentrator

FTP 

File Transfer Protocol

FSO 

Field Security Office

FSO

Field Security Operations

GD 

General Deployment

GIG 

Global Information Grid

GNOSC 
Global Network Operations and Security Center

GRE

 Generic Routing Encapsulation

GSA 

General Services Administration

HID 

Host Intrusion Detection

HP 

Hewlett Packard

HTTP 

Hyper Text Transfer Protocol

I&A 

Identification and Authentication

IAM 

Information Assurance Manager

IAO

Information Assurance Officer

IANA 

Internet Assigned Number Authority

IASE 

Information Assurance Support Environment

IATC 

Interim Approval to Connect

IATO 

Interim Authority to Operate

IAVA 

Information Assurance Vulnerability Alert

IAW 

In Accordance With

ICMP

 Internet Control Message Protocol

IDF 

Intermediate Distribution Frame

IDS 

Intrusion Detection System

IEEE 

Institute for Electrical and Electronic Engineers

IETF

Internet Engineering Task Force

IGRP 

Interior Gateway Routing Protocol

IKE 

Internet Key Exchange

INFOCON
Information Operations Condition

INFOSEC 
Information Security

INFOWAR 
Information Warfare

IOS

Internetworking Operating System

IP 

Internet Protocol

IPSEC 

IP Security

IS 

Information System

ISC 

Internet Software Consortium

ISDN 

Integrated Services Digital Network

IS-IS 

Intermediate System to Intermediate System

ISL 

Inter-Switch Link

ITSDN 
Integrated Tactical Strategic Data Networking

JID 

Joint Intrusion Detector

JIS 

Joint Interoperability System

JTF

Joint Task Force

JTFCNO 
Joint Task Force Computer Network Operations

KEA

Key Exchange Algorithm

LAN 

Local Area Network

LEC 

Local Carrier Exchange

L2F Layer 2 
Forwarding Protocol

L2TP Layer 2 Tunneling Protocol

MD5 

Message-Digest Five Algorithm

MIB 

Management Information Base

MOA 

Memorandum of Agreement

MOU 

Memorandum of Understanding

MRU 

Maximum Receive Unit

MS

Microsoft Corporation

MS-CHAP
Microsoft Challenge Handshake Authentication Protocol

MTU 

Maximum Transmission Unit

NA 

Network Administrator

NAS 

Network Access Server

NAT 

Network Address Translator

NIC 

Network Information Center

NIC 

Network Interface Card

NID 

Network Intrusion Detector

NIPRNet 
(unclassified but sensitive) Network Internet Protocol Routing Network

NIST 

National Institute of Standards and Technology

NM 

Network Management

NMS 

Network Management System

NSA 

National Security Agency

NSO 

Network Security Officer

NTP 

Network Time Protocol

OOB 

out-of-band

OS 

Operating System

OSI 

Open Systems Interconnection

OSPF 

Open Shortest Path First

PAD 

Packet Assembler Disassembler

PAP 

Password Authentication

PagP

 Port Aggregation Protocol

PDI 

Potential Discrepancy Item

PDU

Protocol Data Unit

PKI 

Public Key Infrastructure

POC 

Point-of-Contact

POP 

Point-of-Presence

PPP 

Point-to-Point Protocol

PPS 

Ports Protocols and Services

PPTP 

Point-to-Point-Tunneling Protocol

PSTN 

Public Switched Telephone Network

PTC

Paillier Threshold Cryptography

PTCSP  
Paillier Threshold Cryptography Service Provider

RA 

Registration Authority

RADIUS 
Remote Authentication Dial-in User Service

RAS 

Remote Access Server

RCP 

Remote Copying

RFC 

Request for Comments

RIP 

Routing Information Protocol

RLOGIN 
Remote Login

RNOSC 
Regional Network Operations and Security Center (formerly ROSC)

RPC 

Remote Procedure Call

RSH 

Remote Command Execution

RST 

Reset the Connection

SA 

System Administrator

SCAO 

SIPRNet Connection Approval Office

SCP 

Secure Copy Protocol

SDID 

Short Description Identifer

SHTTP 
Secure Hyper Text Transfer Protocol

SIPRNet 
Secret Internet Protocol Router Network

SLA 

Service Level Agreement

SLIP 

Serial Line Interface Protocol

SMI 

Structure of Management Information

SMTP 

Simple Mail Transfer Protocol

SNA 

System Network Architecture
SNMP 

Simple Network Management Protocol
SOP 

Standard Operating Procedure

SQL

Standard Query Language

SSAA 

System Security Authorization Agreement

SSH 

Secure Shell

SSL 

Secure Socket Layer

STIG 

Security Technical Implementation Guide

STEP 

Standardized Tactical Entry Point

STP 

Spanning Tree Protocol

SRS 

Software Requirement Specification

SWA 

Secure Web Access

SYN 

Synchronize Sequence Numbers

SYSLOG 
System Log

TACACS 
Terminal Access Controller Access System

TCP 

Transmission Control Protocol

TDY 

Temporary Duty

TFTP 

Trivial File Transfer Protocol

TSL 

Transport Layer Security

TTY 

Terminal Type

TSIG 

Transaction Signatures

UDLD 
Uni-Directional Link Detection

UDP 

User Datagram Protocol

URPF 

Unicast Reverse Path Forwarding

USB 

Universal Serial Bus

VCTS 

Vulnerability Compliance Tracking System

VLAN 
Virtual Local Area Network

VMPS 

VLAN Management Policy Server

VMS 

Vulnerability Management System

VQP 

VMPS Query Protocol

VTP 

VLAN Trunking Protocol

VTY 

Virtual Teletype/Terminal

WAN 

Wide Area Network

WESTHEM 
Western Hemisphere

WWW 
World Wide Web
Appendix B Definitions

Accountability. Property that allows auditing of IS activities to be traced to persons or processes that may then be held responsible for their actions.

Accountability includes authenticity and non-repudiation.

Accreditation. Formal declaration by a Designated Approving Authority (DAA) that an IS is approved to operate in a particular security mode using a prescribed set of safeguards at an acceptable level of risk.

Architecture. The configuration of any equipment or interconnected system or subsystems of equipment that is used in the automatic acquisition, storage, manipulation, management, movement, control, display, switching, interchange, transmission, or reception of data or information; includes computers, ancillary equipment, and services, including support services and related resources.

Assurance. Measure of confidence that the security features, practices, procedures and architecture of an IS accurately mediates and enforces the security policy.

Authenticity. Property that allows the ability to validate the claimed identity of a system entity.

Availability. Timely, reliable access to data and information services for authorized users.

Certification. Comprehensive evaluation of the technical and non-technical security features of an IS and other safeguards made in support of the

accreditation process, to establish the extent to which a particular design and

implementation meets a set of specified security requirements.

Certification Authority (Certifier). Individual responsible for making

a technical judgement of the system's compliance with stated requirements, identifying and assessing the risks associated with operating the system, coordinating the certification activities, and consolidating the final certification and accreditation package.

Communications Security (COMSEC). Measures and controls taken

to deny unauthorized persons information derived from telecommunications and to

ensure the authenticity of such telecommunications. Communications security

includes cryptosecurity, transmission security, emission security, and physical security of COMSEC material.

Computer Security (COMPUSEC). Measures and controls that ensure

confidentiality, integrity, and availability of IS assets including hardware, software, firmware, and information being processed, stored, and communicated.

Computing Environment. The total environment in which an

automated information system (IS), network, or a component operates. The

environment includes physical, administrative, and personnel procedures as well as communication and networking relationships with other ISs.

Confidentiality. Assurance that information is not disclosed to unauthorized persons, processes, or devices.

Data Integrity. Condition existing when data is unchanged from its

source and has not been accidentally or maliciously modified, altered, or destroyed.

Designated Approving Authority (DAA or Accreditor) Official with

the authority to formally assume responsibility for operating a system at an acceptable level of risk. This term is synonymous with designed accrediting authority and delegated accrediting authority.

DoD Information Technology Security Certification and Accreditation

Process (DITSCAP). The standard DoD process for identifying information security requirements, providing security solutions, and managing IS security activities.

Environment. Aggregate of external procedures, conditions, and

objects effecting the development, operation, and maintenance of an IS.

Information Assurance (IA). Information operations protect and

defend information and information systems by ensuring their availability, integrity, authentication, confidentiality, and nonrepudiation. This includes providing for restoration of ISs by incorporating protection, detection, and reaction capabilities.

Information System (IS). The entire infrastructure, organization,

personnel, and components for the collection, processing, storage, transmission,

display, dissemination, and disposition of information.

Information Technology (IT). The hardware, firmware, and software

used as part of the IS to perform DoD information functions. This definition includes computers, telecommunications, automated ISs, and automatic data processing equipment. IT includes any assembly of computer hardware, software, and/or firmware configured to collect, create, communicate, compute, disseminate, process, store, and/or control data or information.

Integrity. Quality of an IS reflecting the logical correctness and

reliability of the operating system; the logical completeness of the hardware and

software implementing the protection mechanisms; and the consistency of the data

structures and occurrence of the stored data. Note that, in a formal security mode,

integrity is interpreted more narrowly to mean protection against unauthorized

modification or destruction of information.

Mission. The assigned duties to be performed by a resource.

Program Manager. The person ultimately responsible for the overall

procurement, development, integration, modification, or operation and maintenance of the IS.

Residual Risk. Portion of risk remaining after security measures have

been applied.

Risk. A combination of the likelihood that a threat will occur, the

likelihood that a threat occurrence will result in an adverse impact, and the severity of the resulting impact.

Risk Assessment. Process of analyzing threats to and vulnerabilities of an IS and the potential impact that the loss of information or capabilities of a system would have on national security. The resulting analysis is used as a basis for identifying appropriate and cost-effective measures.

Risk Management. Process concerned with the identification,

measurement, control, and minimization of security risks in ISs to a level

commensurate with the value of the assets protected.

Security. Measures and controls that ensure confidentiality, integrity,

availability, and accountability of the information processed and stored by a computer.

Security Process. The series of activities that monitor, evaluate, test,

certify, accredit, and maintain the system accreditation throughout the system life cycle.

Security Requirements. Types and levels of protection necessary for

equipment, data, information, applications, and facilities to meet security policy.

System. The set of interrelated components consisting of mission,

environment, and architecture as a whole.

System Entity. A system subject (user or process) or object.

System Integrity. The attribute of an IS when it performs its intended

function in an unimpaired manner, free from deliberate or inadvertent unauthorized manipulation of the system.

System Security Authorization Agreement (SSAA). The SSAA is a

formal agreement among the DAA(s), the Certifier, user representative, and program manager. It is used throughout the entire DITSCAP to guide actions, document decisions, specify IA requirements, document certification tailoring and level-of-effort, identify potential solutions, and maintain operational systems security.

Threat. Any circumstance or event with the potential to harm an IS

through unauthorized access, destruction, disclosure, modification of data, and/or

denial of service.

Threat Assessment. Formal description and evaluation of threat to an

IS.

User. Person or process authorized to access an IS.

User Representative. The individual or organization that represents

the user or user community in the definition of IS requirements.

Validation Phase. The users, acquisition authority, and DAA agree on

the correct implementation of the security requirements and approach for the

completed IS.

Verification Phase. The process of determining compliance of the

evolving IS specification, design, or code with the security requirements and approach

agreed on by the users, acquisition authority, and DAA.

Vulnerability. Weakness in an IS, system security procedures,

internal controls, implementation that could be exploited.

Vulnerability Assessment. Systematic examination of an IS or

product to determine the adequacy of security measures, identify security deficiencies, provide data from which to predict the effectiveness of proposed security measures, and confirm the adequacy of such measures after implementation.
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Appendix D System Concept of Operations

The application security requirements identified in this document are intended to be used as a first step to designing security into applications to reduce application vulnerabilities.

Some of the common vulnerabilities found and its mitigation would be as follows :

	Inadequate

identification and

authentication
	This identification of the user is most often achieved through the use of a unique machine-readable name associated

with the user.

	Insufficient access

control
	Role-Based Access Control, Inclusion of authorization extensions in the user’s X.509 certificate,

	Incorrect interfaces between

the application and any cryptographic mechanisms it relies upon.
	Encrypt the data and/or the network connection over which the data are transmitted, with only authorized parties having access to the keys required for decryption

	Weak passwords
	Characteristics of a strong password : 

1. The password must contain at least eight characters

2. The password must not contain spaces or a “+”

3. The password must contain at least one uppercase letter, one lowercase letter, and one non-alphanumeric (“special”) character.

4. The password should not be existing in a dictionary of commonly used languages.

5. The password should not be used a commonly used string of contiguous characters e.g., “ password”, “administrator”

6. The password should not contain  a “text” of repeating characters eg. “aa”.

7. User name or user id.

	Acceptance of illegal

characters in structured

query language queries
	Restricted Database access

	Lack of protection

from malicious code
	Provide interface to a virus scanning facility,In case of mobile applications, provide sandboxing mechanisms

	Insecure remote

administration
	Protect the session by X.509 certificates

	
	


The strongest security controls should be at the point closest to the asset. the same architectural layer for all assets and may be the same as the Asset Container Perimeter. If the asset control perimeter is physically or logically far away from the asset, then controls should be only robust enough to satisfy the data owner and Security Manager since the difficulty of securing such a large space to the level required increases and the strength of the assurance might decrease. 

Combinations of the methods in the following table can be used to protect higher levels of sensitivity levels.

	Badge 
	Not personalized (e.g., visitors badge without name/photo). 

	Key 
	Physical key of any kind. 

	Memory Card 
	Refers to memory cards without the PIN, whether personalized or not.

e.g., magnetic stripe, barcode, optical, or smart cards used as memory cards 

	Smart Card 
	Refers to all classes of smart cards, whether personalized or not. Includes cryptographic and non-cryptographic cards with all communicatios interface. 

e.g., contact, contactless, and combi-card 

	Password 
	DoD compliant password or PIN. 

	Unshared Combination 
	Electronic safe, cipher lock, or PIN pad combination which allows individualized PINS or combinations. 

	Shared Combination 
	Safe, cipher lock, or PIN pad combination with shared combination. 

	Colleague Recognition 
	Personal recognition by peers and co-workers. 

	User Recognition 
	Peers or security guard/personnel perform identification and authentication. 

	Fingerprint Identification 
	Fingerprint authentication, using one- to-many match against templates or images stored or images stored in a remote database. 

	Fingerprint Verification 
	Fingerprint authentication using a one-to-one match against templates or images stored on the PIV, in DEERS, 


 The most effective way to improve security in DOD database systems is to include

 security in the initial design and development of the application.This document provides

 technical security policies, requirements, and implementation details for applying  security concepts to database servers.

SQL Server versions shall be updated with service packs to address product bugs as

well as to provide fixes for published security

SQL Server versions shall be updated with service packs to address product bugs as

well as to provide fixes for published security bulletins

	Databases
	Databases should be named with eight or fewer characters.

Databases should be created to

store tables and indexes to support the application hosted in the database

	SQL Server
	Requires individual user logons

Database objects are owned by individual database accounts

Authorized users can grant access to an object

It should have host based authentication

	SQL Audit Records for access to protected access
	Audit records are required for :

Deletion of Objects.

Administrative scenarios

Security related Events

They include time,account,even type and success or failure

	Database Passwords
	Default passwords to be changed after installation

	
	No extra permissions to be granted  on directories that are created as a result of installation.


The processes and procedures outlined in this table should decrease the vulnerability of DOD sensitive information.The information mentioned contains security considerations at the network level needed to provide an acceptable level of risk for information as it is transmitted throughout an enclave.

	Inbound Access List
	This allows a network administrator to filter packets before they enter the router.It can be used to prevent some types of IP address spoofing

	Outbound Traffic
	Egress filtering rules will be applied denying all outbound traffic with an illegitimate address in

the source address field. This is to prevent the network from being part of a Distributed Denial

of Service (DDoS) attack.

	Firewalls
	Filtering rules can be applied to any internal firewall device or router and should be implemented to the fullest extent possible

	
	Users on the inside of a firewall are often considered trusted, external users who require access to the internal network must be authenticated.

	Intrusion Detection Systems (IDS)
	Network intrusion detection systems can also be used to block suspect attacks that are easily recognized.

expose

Detect unauthorized or malicious traffic that will most likely be blocked by the premise router and

firewall as well as traffic from hackers


The evoting system is particularly susceptible to “Trojan Horse”. To reduce the vulnerability anti-virus software needs to be installed on the evoting server. The value of up-to-date software with current virus definition files cannot be underestimated. Malicious programs that result in a denial of service or corruption of data can be thwarted with anti-virus programs that look for signatures of known viruses and take preventative action.Scans at boot time (or daily) are recommended when this would not cause a significant impact to operations.

The following file types are particularly vulnerable as the host for a virus. These file types must be included in the anti-virus scan:

- Executable, service, and driver files (i.e., files suffixed with .bat, .bin, .com, .dll, .exe,

.sys, etc.)

- Application data files that could contain a form of mobile code (i.e., files suffixed

with .doc, .dot, .rtf, .xls, .xlt, hta, scrap objects, wsh ,etc.)

In an event where  a virus is found, the user must be notified. This allows the user to take any additional action to reduce damage and halt propagation of the virus is required

Appendix E Information System Security Policy

All system security policy requirements, including contingency plan(s), are documented in Appendices F and L, respectively.  Please refer to these appendices to see the Information System Security Policy.  

Appendix F Security Requirements and/or Requirements Traceability Matrix

2.5 Vulnerability and Incident Reporting

	RQMT#
	REQUIREMENT

	1
1a
	Vulnerability and security incident reporting capability and procedures shall be established.

Do adequate procedures and training exist?

	2
2a
	The incident reporting capability shall be developed to provide users with help when security incidents occur and with information on common vulnerabilities and threats and shared information with other organizations.

Do adequate procedures and training exist?

	3
3a

3b

3c
	The incident response capability shall be documented and all authorized users shall be trained on these procedures.

Do users know how to report an incident of unauthorized entry or attempted entry to a system?

Does the ISSO initiate formal reporting to the responsible ISM through appropriate channels?

Are there documented procedures?


2.6 System Interconnection

	RQMT#
	REQUIREMENT

	4
4a

4b
	Written management authorization for system interconnection, based upon the acceptance of risk to the system, shall be obtained prior to connecting the system with other systems.  The organization responsible for obtaining authorization is the system Project Office.

Are there signed authorizations?

Are limits placed on interconnections to other systems?

	5
5a
	When connections are authorized, all system users shall be required to read and abide by the requirements set forth in the System Security Authorization Agreement.
Are adequate procedures and training available?


2.7 Authorized Processing (Accreditation)

	RQMT#
	REQUIREMENT

	6
6a

6b

6c
	The system shall be certified and accredited IAW DoDI 5200.40 (DITSCAP).

Does previous accreditation documentation exist? Where, when? 

Does the risk management process leading to authorized processing determine the cost effectiveness of security measures?

Are progress reports maintained on the status of system accreditation to ensure that the system will be fully accredited?

	7
7a
	The system shall be reviewed and re-accredited at a minimum of every three years, or sooner if changes to the system are anticipated to alter the security posture, to ensure major system changes have not degraded the security posture.

 Does the PO or SM know when the current accreditation expires?


2.8 Use of System Resources

	RQMT#
	REQUIREMENT

	8
8a
	System resources (facilities, networks, platforms, applications, external connectivity) shall only be used for conducting official business.

Do users understand and follow this requirement?

	9
9a
	System resources shall be used only for authorized purposes.  Unlawful activities, activities for personal gain, and access of pornographic materials represent unauthorized use of the system resources and violate this policy.

Do users understand and follow this requirement?

	10
10a

10b
	Use of the system resources for continuing education activities are at the discretion of the system management and shall be authorized in writing.

   NOTE:  The user shall maintain approvals.

Do managers approve such activities in writing?

Do users understand procedures for requesting such activities?


2.9 Security Specifications

	RQMT#
	REQUIREMENT

	11
11a
	The System Security Requirements document for the system shall be considered throughout the system’s life cycle.

Is the System Security Requirements document periodically reviewed as part of the overall configuration management process?


2.10 Design, Review and Test

	RQMT#
	REQUIREMENT

	12
12a

12b
	Appropriate security controls shall be designed, tested, and accepted in the system or application.

Do system designers work with security personnel to ensure security measures are considered?

Are security tests planned and executed?

	13
13a

13b
	Malicious software shall not be developed, introduced, downloaded, or activated on any system resources.

Do system developers strictly control software implementation?  

Does the development environment prevent unauthorized access?

	14
14a

14b
	Procedures shall be developed and implemented, as appropriate, to protect the system resources against malicious software.

Do procedures exist?

Is anti-virus software loaded to protect the system and virus definitions updated regularly?


2.11 Review of Security and Application Controls

	RQMT#
	REQUIREMENT

	15
15a
	A program for conducting periodic reviews of the adequacy of safeguards for the system shall be established.

Do personnel conduct periodic reviews and maintain results of these reviews?

	16
16a
	To the extent possible, reviews shall be conducted by persons who are independent of the system operation or facility.

Does the ISSO conduct the reviews?  If not, who does?

	17
17a
	Security controls in each system or application shall be reviewed when modifications are made, but at least every three years.

Are these reviews conducted?


2.12 Physical Security

	RQMT#
	REQUIREMENT

	18
18a

18b

18c


	Physical Security controls shall be developed and used to protect against physical and environmental threats and hazards.  These threats include unauthorized personnel gaining access to the facility, natural disaster, etc.

Are guards or an approved electronic security control at entrance to the DFAS Center?

Does the DFAS Center have an intrusion detection system installed?

Are physical end-of-day security checks performed?

Do procedures require that entry and exit inspections be conducted to deter and detect unauthorized introduction or removal of system resources?


2.13 Production, I/O Controls
	RQMT#
	REQUIREMENT

	19
19a

	Information shall be protected against unauthorized access, tampering, alteration, loss and destruction.

Do users understand procedures for protecting from unauthorized access and alteration?

	20
20a

20b

20c
	Information shall be safeguarded at all times. Safeguards must ensure that information is accessed only by authorized personnel, is used only for intended purposes, retains its content integrity, and is marked properly including classification level and handling caveats.

Is information labeled with sensitivity level?

Do procedures exist for marking data?

Do users follow procedures for protecting data?

	21
21a
21b
	Information shared from the application shall be protected appropriately; comparable to the protection provided when information is within the application.

Do procedures exist for the protection of hard copy output?
Are they comparable to the level of protection afforded by the system?


2.14 Emergency, Backup, and Contingency Planning

	RQMT#
	REQUIREMENT

	22

22a

22b
	Contingency plans shall be developed and tested in accordance with Office of Management and Budget (OMB) Circular No. A-130 to ensure that the system security controls function reliably.

Do contingency plans exist?

Are contingency plans tested annually?

	23

23a

23b

23c
	Adequate backup functions shall be in place to ensure that security functions are maintained continuously during interrupted service.

Are there frequent back-up of all programs and files?

Is backup data stored off-site and retrievable within 24 hours or less?

Is the electrical system backed up to prevent hard crashes?

	24

24a

24b
	Procedures shall be in place to recover modified or destroyed data.

Do procedures exist?

Are procedures adequate for recovery of data?


2.15 Configuration Management

	RQMT#
	REQUIREMENT

	25

25a
	Modifications to system hardware and software configuration shall be documented.

Does documentation exist detailing all modifications to the system?

	26

26a

26b
	Modifications shall be evaluated for impact on the overall security posture prior to being implemented.

Is developed software used to control critical functions tested and certified before being used in the operational system?

Are configuration management procedures documented in writing?

	27

27a
	Each file or data collection in the system shall have an identifiable source throughout its life cycle.

Are all files identified by source?

	28

28a
	Each file’s or data collection’s accessibility, maintenance, movement, and disposition shall be governed by sensitivity level, security clearance, formal access approval, and need-to-know.

Do handling procedures include verification of user sensitivity?


2.16 Documentation

	RQMT#
	REQUIREMENT

	29

29a
	Documentation shall be obtained or created to describe or create to describe how security mechanisms are implemented with the system.

Does documentation exist to show implementation of security mechanisms?

	30

30a
	Security documentation shall be kept current and updated whenever a significant change occurs to the security posture of the system.

Is this documentation less than 3 years old in accordance with reaccreditation requirements?


2.17 Security Awareness and Training

	RQMT#
	REQUIREMENT

	31

31a
	A security awareness and training program shall be established to ensure all security personnel and general users are aware of their responsibilities for safeguarding systems and information.

Is there a security training program?

	32

32a

32b

32c

32d

32e

32f
	The program shall ensure that all persons who access the system are aware of proper operational and security-related procedures and risks

Does the training cover all levels of security personnel? DAA, ISM, ISSO, TASO?

Do all users who work with the system complete security training?

Does the training include an overview of the entire network, including a brief description of the interfaces?

Are common threats and vulnerabilities and how they may impact the system operation described?

Does the training include a review of the policies and procedures regarding physical security, procedures, personnel and information security?

Does the training include a review of the administrative procedures for the protection of controlled unclassified and classified data?

	33

33a
	All users, security, and operational personnel shall receive training on the application rules before being allowed to access the system (initial training).

Do all users receive initial training?

	34
34a
	Users and administrators shall be trained on system updates and modifications as necessary.

When modifications occur, do all users receive security training on the modification?

	35
35a

35b

35c

35d
	All users shall be trained on their security responsibilities and how to perform them. 
Do the ISSO, ISM, and other security officers receive training on their responsibilities?
Have operators and users received training in the proper practices and procedures to establish and maintain a secure operating environment?

Do personnel in key security positions receive specialized training?  Describe.

Does the ISM review and approve training programs established by the ISSO?


2.18 Identification and Authorization
	RQMT#
	REQUIREMENT

	36
36a
	The system shall require users to uniquely identify themselves to it (via user-IDs) before beginning to perform any other actions.

Do procedures exist to enforce user identification?

	37
37a
	A user shall enter a password during the login process before being allowed to access any DFAS operated or sponsored automated information system.

Does the login process require a user password?

	38
38a


	A user shall not use the same password on more than one automated system.  

Are users instructed in annual security awareness or other training to comply with this requirement?

	39
39a

39b
	Passwords shall be at least eight characters in length and contain both a numeric and a special character inside the password. 

Is there an automated  mechanism to enforce this policy?

Is this requirement included in annual security awareness training? 

	40
40a
	Passwords shall be validated each time a user accesses any DFAS operated or sponsored automated information system. 

Does the system validate the password before providing user access?

	41
41a

41b
	Users shall not display passwords at any terminal, workstation, or printer. 

Is this requirement included in annual security awareness training?

Are TASOs instructed to peruse his or her area to periodically look for recorded passwords?

	42
42a
	The system shall force users to change their passwords at least every 90 days.

Does the system comply with this requirement?

	43
43a
	Electronically stored passwords shall always be encrypted.

Are electronically stored passwords encrypted?

	44
44a
	The number of consecutive authentication failures allowed to any user shall be limited to three.  The system shall automatically deactivate the user’s access for a minimum of 20 minutes and create an audit trail record whenever a user is unable to successfully access the automated system within the established limits. 

Does the system comply with this requirement?

	45
45a
	The automated information systems operated or sponsored by DFAS shall maintain a password history for each user for one year. 

Does the system comply with this requirement?

	46
46a
	Users shall memorize their passwords. Passwords shall not be physically recorded. 

Are TASOs instructed to peruse his or her area to periodically look for recorded passwords?

	47
47a

47b
	Under normal circumstances, users shall not disclose their personal passwords to anyone. Disclosing one’s personal classified system password to anyone without a valid security clearance and need-to-know shall constitute a security violation. 

Are users instructed not to disclose their personal passwords to anyone?

Is this requirement included in annual security awareness training?

	48
48a
	A password that has been shared with another user shall be changed as soon as possible. 

Is this requirement included in annual security awareness training?

	49
49a
	If a user believes that his/her password has been compromised, that user shall notify the Systems Administrator (SA) and/or Information Systems Security Officer (ISSO) and promptly change his or her password. 

Is this requirement included in annual security awareness training?

	50
50a
	Passwords shall be changed promptly when compromised, possibly compromised, forgotten or when they appear in an audit document. 

Is this requirement included in annual security awareness training?

	51
51a


	Passwords shall be disabled if a user no longer requires access to the system, including departures, deaths, or loss of security clearance. 

Are there policies or procedures in place to ensure passwords are disabled in accordance with this requirement?


2.19 Discretionary Access

	RQMT#
	REQUIREMENT

	52
52a
	There shall be an access control policy for the system that includes features or procedures to enforce the access control of the information within the system.

Are users allowed to specify and control sharing of objects, limit access rights, and access permission (read, write, execute).

	53 
53a
	The system shall define and control access between users and objects (files, programs, and servers) in the system. 

Does the system prevent unauthorized access to system objects?

	54
54a

54b
	Access to the system resources (facilities, computer, or network hardware and software, and developed applications) processing, storing, manipulating or displaying the system information shall be controlled.

Do procedures exist for granting and verifying access to the system resources and data?

Does the system automatically log a user off the system if that user’s terminal has been inactive for a fixed length of time, i.e., 30 or fewer minutes?


2.20 Public Access Controls

	RQMT#
	REQUIREMENT

	55 
55a

55b
	When an agency’s application promotes or permits public access, additional security controls shall be added to protect the integrity of the application and the confidence the public has in the application.

Are there any areas for public access?

If yes, what are the additional security measures taken in these areas?

	56
56a
	Such controls shall include segregated information made directly accessible to the public from official agency records.

How are these controls implemented?


Appendix G Certification Test and Evaluation Procedures (Type only)

NA

Appendix H Security Test and Evaluation Procedures

NA

Appendix I Applicable System Development Artifacts or System Documentation

To be developed as system advances in the life cycle.

Appendix J System Rules of Behavior

To be developed as system advances in the life cycle

Appendix K Incident Response Plan

NA

Appendix L Contingency Plans

To be developed as system advances in the life cycle.

Appendix M Personnel Controls and Technical Security Controls

NA

Appendix N Memorandums of Agreement – System Interconnect Agreements

NA

Appendix O Security Education, Training, and Awareness Plan

The Training plans are mentioned in the SSAA

Appendix P Test and Evaluation Report(s)

NA

Appendix Q Residual Risk Assessment Results

The basic risk assessment formula is: 

	Residual Risk =
	Threat x Vulnerability 

	
	Mitigation 


The residual risks as analyzed are

Residual risk addresses physical, environmental, and system elements

Residual risk area: Environmental

The physical location  where the xxx central node is installed, is subject to wind and hailstorms and tornadoes

Natural and man made threats that include fire, flooding, water, wind, and electrical disturbances, espionage, criminal activity, unlawful use.

External or internal threat agents include espionage services, terrorists.

Residual Risk : Physical

A trusted agent who hass access to the system. Trustworthiness of key share owners.

Authorized users who accidentally carry out some action that would compromise the system

Authorized users who fail to employ proper procedures for manipulating data.

System elements :

Bugs in the operating system

Failure of COTS

Improper scans

Appendix R Certification and Accreditation Statement

NA

Appendix S NSWC Data Sheet

NA
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