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INTRODUCTION
Wireless networking is becoming an increasingly popular alternative to old-fashioned wire connections.  The benefits to users and consumers are considerable: mobility is the primary factor driving wireless popularity, as users can pick up their laptops and PDAs, carry them around the home, office, or even to community hotspots such as coffee shops, and connect without the hassle of long, tangled cords and inaccessible routers.  Wireless technology has naturally spread to a number of different applications, and taken on a number of different technological bases – from the 802.11a/b/g wireless Ethernet standards, to frequency-locked game console adapters, to a variety of reseach platforms, wireless is gaining greater acceptance every day.
With widespread acceptance and adoption comes increased attention – from researchers seeking to improve protocols and technology, and from malicious users who would subvert the technology or attack it.  Wireless technologies are especially vulnerable to attack for precisely the reason they are so popular in the first place – the convenience of over-the-air access.  The physical layer of a wireless network is a radio broadcast – there is no tangible wire that an attacker must tap into, no physical security measure which he must first bypass; he must simply listen in on the proper frequency.

Ad Hoc Networks

In the case of ad hoc networks, an attacker’s job is even easier.  An ad hoc network is one which is peer-based; there is no central router or set of routers to control access, nor any effective way to monitor the entire network.  Instead, nodes in an ad hoc network communicate with any other nodes or peers within broadcast range; nodes may move around within the network, even leave and rejoin the network.  All of these traits make ad hoc networks even more vulnerable to attack than the traditional, managed networks.

A Metropolitan Area Network – MANET – is one example of an emerging ad hoc network topology which has been and continues to be a topic of significant research and academic thought.  Envisioned as a massive, peer-based ad hoc network sprawling across a substantial square footage of real estate and consisting of perhaps thousands or tens of thousands of member nodes, a MANET covers too much distance to be completely monitored from any one location – nodes are simply too far apart, and at any given time many will be out of broadcast range from a would-be monitor.  Additionally, the member nodes may move about, constantly changing neighbor relationships and moving in and out of broadcast range.  Nodes may even disconnect from the network completely, only to reconnect later and perhaps in a different part of the network.  Finally, MANETs may consist of several classes of nodes – from laptops to PDAs to limited-function devices such as watches or headsets.  These devices range in power and in capabilities, especially in computational power.  Routing algorithms and protocols in such a network are quite a challenge – nodes must rely on their peers to behave in a consistent, predictable, trustworthy manner.  This inherent trust make security even more difficult, as an attacker has an especially easy time getting in.  Malicious nodes can be subtle in their effects – either not passing packets when they should, or passing modified packets – or they can be more aggressive – actively spreading invalid routing information and causing breakdowns in the MANET’s communications.  Thus, securing a MANET has received an increasing amount of attention as the topology becomes more relevant.
Wireless Sensor Networks (WSN) share a number of traits with a MANET; they are usually deployed in an ad hoc manner, with thousands, tens of thousands, even hundreds of thousands of nodes (or “motes” in WSN terminology) spread out randomly.  A WSN must then be able to self-configure in a timely and efficient manner, and reconfigure at intervals as nodes become disabled either through damage or through loss of power.  
WIRELESS SENSOR NETWORKS (WSN)

Wireless sensor network motes are quite constrained in a number of ways, as well: since they are very small, their computational power is minimal, as is their available memory and storage capacity.  They communicate with each through small radio transceivers with limited range.  Most importantly, they have a very finite amount of energy available to them – and this most limited resource is consumed by everything else they do.  If an intense computational task is called for, those CPU cycles will draw more power.  If a node determines it needs to broadcast a strong signal in order to reach another node, that stronger radio broadcast will draw more power.  In short, the more a mote must do – the more active it is – the shorter its operational life.

These significant restrictions make them almost an extreme vulnerable case.  Fortunately, there is some good news as well.  For one thing, WSN nodes typically remain stationary once deployed.  Another factor is that they are configured in advance; thus, the deploying person or agency can specify a trust relationship amongst the nodes, restricting access to the WSN membership to those which have been programmed accordingly; some encryption can thus be added, etc.  These measures still come at the expense of computing power, storage, and battery life – but, depending on what is being protected, that may well be a necessary and acceptable price.
WSN SECURITY
In applying any security measure to any network, a rule of thumb is that the level security should be balanced against the sensitivity of the data.  In other words, extremely sensitive data needs to be guarded very carefully, while insignificant data needs comparatively little protection [1].  Given the constraints of a wireless sensor network, this rule of thumb becomes something more – it must be the primary concern.  “Security in proportion to sensitivity” is absolutely essential, because the greater the measures implemented to protect the network, the more impacted the network.  Strong security measures will burn the effective life of the nodes, occupy more of their already limited CPU computational power, and take up more storage space that might be needed for mission-specific applications.  If some of the data being transmitted or monitored is comparatively unimportant, minimal attempts should be wasted in protecting it.  On the other hand, essential data should be guarded, even at the expense of the network.  This balancing act between securing the network and letting the network perform its job is the first – and biggest – challenge of any agency with the intent to deploy a WSN.
With that constraint in mind, there are four concerns in WSN security.  Data confidentiality, data authenticity, data integrity, and data freshness [2].  Data confidentiality can be defined simply as keeping the data hidden – restricted to its own network only, and perhaps employing encryption.  Data authenticity refers to verifying the sender’s legitimacy; e.g., that the sender is a trusted network member and not in fact a malicious node spoofing another’s identity, or a compromised node.  Data integrity covers the concern that data received is complete, accurate, and unaltered.  Finally, data freshness is an important consideration in time-sensitive deployments, where data needs to be received quickly or is of no use. For example, accurate data on an enemy’s battlefield position two hours ago, allowing plenty of time for those forces to relocate, is less useful and in fact potentially very harmful!

ATTACKS AGAINST WIRELESS SENSOR NETWORKS

McGrath and Weiss [2] summarize several potential types of attacks,  each of which attempt to undermine one of more of these these four concerns:

· Altered routing information can cause loops in the WSN, so that needed data does not reach its destination.  Additionally they can cause congestion by creating unwanted traffic; this of course also burns through battery life, shortening the operational time of the nodes.

· Selective forwarding of data, such as in a black hole attack (where nothing is forwarded at all), can cause problems, especially if a compromised node is part of a “bottleneck” where much of the traffic on the network has to be passed through a very few nodes in order to be relayed to the user.  Selective forwarding can be subtle, as well; certain packets can be forwarded but not others, making it look less suspicious to a user.
· Sinkhole attacks use a compromised node to advertise attractive routing patterns, such as very short-hop paths to other target nodes.  Other member nodes are then likely to forward their packets to the compromised node – which then makes selective forwarding trivial, as well as transmission of altered or forged packets.

· The Sybil attack inserts a malicious node into the network, which then presents multiple identities to the surrounding network.  This causes routing confusion and reduced fault tolerance.
· Wormholes operate by creating a low-latency link to another part of the network, then relaying packets through that link.  At its worst, a wormhole could dump its packets into a sinkhole node; at best, those transmitted messages get replayed, causing additional traffic and loss of packets are the legitimate packets not carried by the wormhole then look like repeats.
Additional attacks are presented by Slijepcevic, Potkonjak, Tsiatsis, Zimbeck, and Srivastava [1]; these attacks are presented as attacks on a MANET, but could easily be adapted to target a WSN:
· It is conceivable that a WSN could be configured to support mobile code; that is, the agency deploying the network may not know exactly which applications will be needed once deployed, or they may not be able to fit all the necessary code into the restricted storage of the nodes.  Thus, the nodes could be configured to accept code on-the-fly; this is called “mobile code.”  Insertion of malicious mobile code, then, would be a very desirable achievement for an attacker; the attacker could conceivably even usurp the network, with a successful attack!

· A second, less invasive attack is the interception of node location broadcasts; an enemy may wish to locate nodes, for the purpose of destroying, capturing, or disabling them; it is possible to limit the search radius using radio frequency attenuation estimates, but that may not be good enough; a self-localizing network may broadcast its nodes’ exact postions, though, and that information would be extremely helpful to an enemy!  This is a perfect example of an attack against data confidentiality.

· A third attack is termed the “Sleep Deprivation Torture” attack.  This attack is essentially an attempt to cause nodes to burn themselves out as quickly as possible by consuming power.

· One final consideration proposed by [2] is the protection of data on a physically compromised node.  

DEFENSIVE MEASURES

Fortunately some of these attacks have simple solutions; for example, using simple and relatively low-power symmetric key encryption, an agency can create a sort of authentication – nodes which are not part of the network and do not share the encryption key are automatically ignored, thus preventing them from poisoning the routing information or passing along injected packets.  Similarly, encryption will help to prevent legitimate traffic from being monitored and understood, thus adding a measure of data confidentiality.  However, this measure does not address internal attacks – nodes which are already members of the network, but which are somehow compromised, can still wreak havoc, as could a malicious insider with access to the network.  Moreover, encryption requires a degree of key management – which takes storage.  It also eats CPU cycles and power.  Thus, some care must be taken in applying encryption, if it is to be an effective solution.
Encryption

Traditional network security schemes often involve an authority entity of some sort – a certificate authority, a public key authority, etc.  These authorities store hundreds of thousands of nodes’ worth of information, and are kept available to the maximum possible extent so that they can authenticate effectively.  A WSN does not have this luxury; even if a laptop (or similarly less constrained node) is tied to the network, it will likely not be in direct contact range of every node.  Thus, no authority node can be relied upon.  Instead, the nodes are on their own.

Consider for a moment the challenges of individual cryptographic key pairs between nodes.  For a small handful, the challenge is fairly trivial; a few dozen keys takes up little enough space after all.  However, as the size of the WSN grows from dozens to thousands, or even to hundreds of thousands, the limited storage space quickly becomes insufficient.  And, since nodes are deployed randomly, there is no way of loading nodes with just their neighbors’ keys – the neighbor relationship is unknown until the network is deployed!  Additionally, a node broadcasting to its neighbors would have to send several broadcasts – encrypted appropriately for each possible neighbor – instead of just one single broadcast; this is an enormous waste of energy.  Thus, unique key pairs is also not a viable solution.

The best answer is to use a shared key among the entire network.  This key can be updated at intervals, perhaps by preloading a set of keys beforehand and either syncing the nodes to switch to the new key simultaneously, or by relaying a key update command.  This solution takes little storage space and limits the number of needed broadcasts; the greatest weakness of a shared key is that that key could be broken, so frequent updates would be needed – a longer expected network life, would entail more updates and slightly more storage space, but this is merely a linear growth of storage space.

Furthermore, encryption strength can be enhanced by using a rounds-based algorithm.  Modern examples of such algorithms are those used in DES or AES – the data is encoded over several rounds, but in each round the steps are the same; a strong encryption simply goes through more iterations, but the algorithm itself takes no additional space for the additional complexity.  CPU cycles and the associated power drain are still an issue, but that’s the tradeoff.  With data that is less essential, fewer rounds are needed.  

Intrusion Detection Systems

Encryption is a good start, and provides a good measure of security from outside threats.  However, it does nothing for an attacker already inside the system – compromised nodes or internal malicious users.  Thus a second measure should be considered as well, such as an intrusion detection system (IDS).  Typically such systems are placed on the network so that they can monitor traffic at strategic spots on the network – just behind a firewall or gateway, for instance.  Such strategic placement is not an option within ad hoc networks, since nodes are not likely to be grouped so densely as to be within broadcast range of each other.  A different approach to IDS is needed.

There are two different but related approaches that could  be employed for an IDS within a WSN.  The first approach is to identify critical nodes, then monitor these nodes specifically, watching for trigger events.  This critical node monitor/trigger mechanism is presented by Karygiannnis, Antonakakis and Apostopoulos [3].  The “trigger” in this IDS design is a specific event; since a specific behavior in these critical nodes is expected, a monitor should perk up and pay attention when that behavior occurs – and it should be doubly alert when that behavior does not occur.  For example, if a critical node is depended on to relay essential data, and the monitor detects such data has been relayed (perhaps by picking up on the broadcast itself), the monitor should be alert as to whether the critical node in turn broadcasts its own relay.  If it does not, then it may be compromised – or it may be malfunctioning; either way, it is cause for concern.  If this inappropriate behavior becomes frequent, an alarm should certainly be raised.

This approach has the benefit of expending resources only on those critical nodes – the ones most in need of constant vigilance.  This fits nicely with the “security in proportion to sensitivity” rule of thumb.  Further, whereas a more active, always-on watchdog IDS has been tested and shows CPU utilization on the order of 60-70% and initial storage requirements of 450 kilobytes, a trigger monitor – which watches for specific defined events only – uses less than 1% CPU and only 125 KB storage initially.  The storage issue is less a consideration as both will expand to fill available resources, but the CPU utilization savings and the corresponding power savings are critical – they make such an IDS a viable approach on a WSN.
The second, related IDS work is presented by Patwardhan, Parker, Joshi, Iorga, and Karygiannis [4]; a similar approach is suggested, and uses much the same logic, but with one main difference.  In their IDS conceptual design, nodes aggregate their IDS data from time to time, thus building a “big picture” of the network as a whole.  While the idea was originally intended for MANET design, and also uses a prototype secure routing protocol, the idea could be adapted for WSN.  Particularly interesting is the finding that this system works best in densely populated networks with limit mobility – a trait that perfectly describes the characteristics of a WSN!

CONCLUSION

Wireless sensor network security is an emerging research field.  Related work can be found in another emerging sector, that of metropolitan area networks (MANET).  Both designs share a number of traits, such as dense, ad hoc network layouts covering extensive space, and with nodes that, while part of the same network, cannot see each other directly due to broadcast distance.  Securing these networks can be done to an extent, using well-thought-out encryption schemes and custom, low-computation-intensive intrusion detection systems.
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