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A Matter Of Time

Security is a deterrent, not a guarantee.  Many dangers come with the blessings of the internet.  Any system that is on the internet, regardless of precautions or security measures, can be compromised.  The key is to minimize the impact of a security breach.  This can be achieved with proper planning before an event and quick and decisive response afterward.

Legal Matters

Before attempting to gather any forensic information, the legal aspect of any activity must be considered.  Any tampering with a crime scene can be detrimental to the legal process; this includes the cyber crime scene.

The Internet Fraud Complaint Center (IFCC) was established as a partnership between the Federal Bureau of Investigation (FBI) and the National White Collar Crime Center (NW3C) to serve as a means to receive Internet related criminal complaints, research, develop and refer the criminal complaints to law enforcement agencies for any investigation they deem to be appropriate.  The IFCC was intended, and continues to emphasize serving the broader law enforcement community, to include federal, as well as state and local agencies, which are combating Internet crime and in many cases participating in Cyber Crime Task Forces.  (http://www.ic3.gov/)

However, often times a breach in security can be more important to a system administrator than to the authorities.  In other cases, especially in smaller municipalities, forensic evidence gathered by a system administrator could prove valuable in the legal process.
The Paper Trail

Whether a law enforcement agency or a system administrator performs the forensic investigation and whether the investigation will be used to further a criminal case or to help reestablish control of the system, similar procedures should be followed.  Those procedures should begin and end with proper documentation.  It is important to document everything that is done, beginning with the initial discovery of a security penetration.  It is better to document too much rather than not enough.  Initial documentation should include method of detection, contact information if the detection was done by a person, date and time of the detection, and a list of all apparently affected recourses, both hardware and software.  Proper documentation can be used not only to further a criminal investigation, but also to help recreate the circumstances of a penetration so that an administrator may attempt to keep a similar breach from occurring again in the future.
Proper Planning Prevents Poor Performance

Planning for a forensic investigation should begin long before a system has been penetrated.  Ideally, someone should be assigned the responsibility of responding to a breach in security before there is one.  Several very important things can be done in preparation.  First, set system logs to record as much information as possible.  Second, backup important data regularly, and on different medium.  It does no good to backup everyday on the same disk, only to find that both the live system and the backup have been compromised.  Third, become very familiar with the systems, programs, and utilities that make up the network.  Finally, become familiar with the tools and utilities that would be used to collect information after a penetration.

System logs can be invaluable to a forensic investigator.  Technically proficient hackers will take care to remove as many signs of their intrusion as possible, but even the most capable make mistakes.  A hacker may remove all trace of his/her intrusion from one place, only to have completely overlooked another.  The more such places an investigator has to look, the more likely evidence will be recovered.  The performance and space requirements of logging used to restrict how much logging could be done, and still can in some cases, but with the development of ever-faster computers and larger storage medium, maximizing logging efforts can be an easy and effective way of preserving evidence and information regarding an intrusion.

Backups should be created daily on extremely important data.  The more often backups are created, the less data is lost should the entire system need to be wiped and restored.  As an added security measure, the medium used for the backups should be rotated.  This is done to give as many different options as possible.  This could prove very useful if a breach occurs, and it is not discovered for a couple of days.  For example, say your system was breached on Monday, but the breach was not detected until Wednesday.  If the only back up is from Tuesday, it could potentially mean a complete loss of very important data.  At the very least, this data cannot be trusted to be safe.
An administrator should be very familiar with the network, both the hardware and software aspects of it.  Should the network be compromised by a very skilled hacker, one who has successfully covered all of his/her tracks, it might be the only way to determine what has been done is to know how things were before the intrusion.  A perfect example is knowing what ports are open and why they are open.  A hacker might open a specific port, and it could go unnoticed if one does not know which should be opened and which should not.
Now for the tools that will be used in an investigation.  Tools should not be thrown together at the last minute.  Proper analysis of a tool beforehand can save time and energy later.  Of course, one should know what a tool does, but one should also know how it does it.  For example, tools that depend on Dynamic Link Library (dll) files cannot be trusted to use the dll files of a compromised machine as the dll files themselves may have been compromised.  Such tools should be reworked to use static libraries instead.  Further, if a tool may leave a footprint on the system, meaning it could change the memory system, its effect should be known and documented.
Initial Response

A computer on the network has been compromised.  The initial response can make or break the entire investigation.  Hopefully, the administrator is prepared.  Using the tools selected previously, the first priority is gathering volatile data.  Volatile data is that data that resides in system memory and so will be lost if the system is shutdown or rebooted.  Volatile data is critical to the investigation because it can help determine the cause, scope, and impact of the breach and it can help to determine how the investigation and repairs should proceed.

The uptime command can help to save time.  It displays the amount of time the system has been up since its last startup.  What good is that?  Well, in most cases, if the system has only been up for a very short period of time, it is likely that the breach occurred before the last system restart, which means there is no volatile data to collect.

The LiSt of Open Files (lsof) command can be extraordinarily useful.  Using different modifiers, it can be used to display open socket files (-i) and even all open files (-n).  These are especially useful if the breach is identified while the intruder is still in the act or if he/she has left some program running.  For example:

[root@athena rtorres]# lsof –i

.

.

.

sshd      30967    root    3u  IPv6 12763368       TCP 128.198.61.10:ssh->en186-01.eas.uccs.edu:3234 (ESTABLISHED)

sshd      30969   cs301    3u  IPv6 12763368       TCP 128.198.61.10:ssh->en186-01.eas.uccs.edu:3234 (ESTABLISHED)

This shows that someone (in this case, it says it is cs301) is logged in using ssh both as cs301 and root.  A better idea of what this user is doing can be obtained.

[root@athena rtorres]# lsof -n

.

.

.

vim        2035   cs301  cwd       DIR      253,0     4096    7129659 /home/cs301/public_html/java/jdbc
It appears that this user is involved in some database programming.  Should it be found that real user cs301 was not logged in, this may be an appropriate place to return later to look for further forensic evidence and damage.
In the same vein, the who command can be used to list the users currently logged into the system.  This can be invaluable in the event that a hacker is actually caught in the act.  He/She will have either created a new account, which can be deleted, or hijacked someone else’s account, which can later have its password reset or account revoked if found to be the attacker.
If an intrusion is discovered while in progress or soon after, the history command can also prove invaluable.  It presents a list of recently executed commands.  This has the obvious benefit of allowing one to see exactly what commands an attacker has executed.
Most intrusions will not become known until after the culprit has fled the cyber scene.  The last command can be used to view past logins.  This has the most utility when the time of the attack can be narrowed down, especially on systems that have many different users.  Similarly, lastb will list the bad logins.  The lastb command is usually of considerably less utility than last because of its usually large volume, again unless a timeline for the attack can be better nailed down.  Used together the utility of both of these tools can be increased.  If there is suspicious activity logged on last, such as an authorized user logging in at a strange time from a strange IP address, lastb might be able to show that the same IP address had attempted a large number of incorrect logins.  This could help identify the breach and a method to seal it (i.e. resetting the password of the compromised account).

Perhaps it will be impossible to identify the intruder or the method of intrusion, but the task of identifying what has been left behind can be just as important.  The top and ps commands can be used to help identify running processes.  The top command shows the most CPU intensive operations while ps can be used to show all currently active processes.  These can be used to determine if a malicious process is running.  As stated earlier, it is important to be able to differentiate between normal processes and unidentified processes in order to weed out possible threats.
The lsof +L1 command lists files that are set for deletion.  These files have been unlinked but have not yet been overwritten.  A hacker might have deleted a log file or some other incriminating files that could be recovered and used to further the investigation.  Often times these files can be recovered in their entirety.
The malicious hacker may have created scheduled tasks that can be seen in the Cron logs.  Or perhaps the attacker has created processes that run at startup.  The chkconfig –list command will show the processes that are run at startup.  Netstat can be used to identify suspect IP address.
The knowledge gained from these tools should help with the initial response to an electronic intrusion.  It should also help to give direction for the remainder of the investigation.  Hopefully the tools mentioned previously have given specific avenues to follow when investigating persistent data.  Proper planning beforehand combined with the knowledge to take advantage of volatile data can make or break a forensic investigation and the subsequent recovery from the breach.  Knowing the tools, the system, and having a plan for response are the first steps.
Going forward, the investigator must now turn towards persistent data.  It is strongly advised to create a mirror image, or bit-by-bit copy, of the affected system and use that to perform the investigation, so as to preserve as much of the original evidence as possible.  Logging becomes even more important as the investigator begins to use tools that can have an even greater impact on the state of the system.
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