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Abstract

This paper surveys proxy selection in multipath routing.  A brief description of proxy based multipath routing is defined in the background.  The problem and issues related to proxy selection are investigated and a solution is proposed.

Background

Proxy based multipath routing occurs when each packet is transmitted over one of many paths using IP–IP encapsulation.  The destination of the packet is one in a set of proxy servers, defining a single path.  Upon reaching the proxy, the outer IP header is stripped and the packet is forwarded to its final destination.  To clarify a potential misinterpretation, the packets are not broadcast over each path, but rather distributed between these indirect routes based on a scheduler (ie. load balancer).  Please refer to Frank Watson and Yu Cai’s work for further details on the proxy based multipath routing discussed in this paper. 
Problem

IP Addresses and Routing

To better understand the problem of proxy selection, first think about how an IP packet, in direct routing (i.e. normal circumstances), reaches its target.  Basically, when an IP packet is transmitted, a router (or routing table) determines the next hop, realizing that “from the point of view of the routers, the IP address space is a two-level hierarchy, with network numbers and host numbers.”
  

At the time, Tanenbaum was discussing routing when the class system (A, B, C, D, E) was solely in place.  With the advent of CIDR (Classless InterDomain Routing), routing became more complex due to breaking the word boundary to assign address ranges more appropriately.

What is the relevance of IP address assignment?  Simple, as hinted in the quote above, routing uses two numbers.  One the IP address itself and the other the network address (or subnet).  The network address, as you might guess, identifies to which group of hosts the machine belongs.  Here it gets a little tricky.  Given any address, a router likely does not know the definitive group (or subnet) to which the host belongs; however, routing persists in that if the router does have some idea of the destination’s location (i.e. its somewhere over there, but I’m not sure exactly where over there) it can send the packet in that direction, otherwise, the packet gets send to a default router (which may have more information).  

As an important note, the IP protocol is not a guarantee.
  With speculation, a primary reason for only being a “best-effort” algorithm likely results from the narrow view held by the routing process (packet stops at each intersection to determine where to go next and may not encounter enough information to be deliverable); however, this should add for adaptability as well.  Having an entirely predetermined route would likely prevent the packet from using other avenues when that route goes down unexpectedly.

Physical location in relation to IP address assignment also bears relevance on our topic.  The address does not hold any information about where the machine is located in the physical world, but depends more on to whom and when the address was assigned.  The importance of this fact should become more apparent shortly.

Proxies 

Purpose and Role in Multipath Routing

How do proxies play a role?  A valid question considering the topic deals with selecting them; however, consider the basic use of proxies.  By definition, “a proxy server is a computer network service that allows clients to make indirect network connections to other network services.”
  To answer the initial question, they provide a means to route traffic away from the natural IP path.  

If you can imagion the “direct” route (a somewhat relative term) as a straight line (an abstraction), then by adding proxies, we are bending that line/route away from its natural shape.  A complete discussion on the benefits of doing this is not within the scope of this paper; however, consider that dynamic scheduling among these multiple paths may help avoid and prevent contributing to congested areas of the internet, smoothing and strengthening the overal netwrok (Internet) health, and ideally utilizing bandwith more fully.

Location

Sounds great, where is the problem?  Well, the only information we usually have is the address of each proxy.  Based on facts mentioned about IP assignment and routing, we should realize that physical location and internet topology can not be determined solely by comparing two IP addresses.   

Choosing a proxy without regard to destination is a bad decision.  Having the packet potentially retrace part of its route is detrimental.  From this, let us define our first critiria for a solution: The choice of proxies must be related to the location of both end points.  The term “related” may be somewhat relative, but the importance of location as a frame of reference should be emphasized.  Note that a shorter path does not automatically equate to a faster path and solving for the “best” absolute path would likely be NP-complete (similar to traveling salesman) and dynamic.

QoS (Quality of Service)
Location alone is not enough to determine the quality of a proxy.  The quality of the network between us and the proxy and between the proxy and the destination must be considered.  The reason should be obvious.  We want the fastest (and broadest) paths possible.  Driving through town may be shorter, but having to stop at multiple lights could take far longer than utilizing a by-pass.  This brings us to another criteria for the solution:  Proxies with higher QoS (less delay, more bandwidth) should be considered first.  Quality of service will have to be defined, computed, and evaluated.  Because network traffic and QoS are not static attributes, dynamic selection of proxies is required.

Security

The proxy servers will be spread across the Internet and available for use by the public (or a large set of users); attempting to hide the identity of these servers should not be considered a viable option.  Because we must assume that a potential attacker has knowledge of the location and identity of these servers, additional steps should be taken to reduce risks, identify attacks, and recover.  This is our criteria for security in the proposed solution.

Information privacy is a major concern.  If you want to steal packets, this system provides a more centralized method of routing; simply watch traffic near each proxy.  In fact, the higher the dependency by the future Internet on this system, the more we must place trust in whomever controls these proxies be they government, hijackers, or some third party.  Will big brother be watching?  If so, to what degree?  

Perhaps government involvement on some level would not be a bad idea.  These proxies have the potential to act as filters for worms, DoS attacks, potentially even DDoS attacks.  Issues related to national security may benefit from such a system.  Law enforcement could potentially use data collected by the proxies to much greater degree than phone logs are used.  Computer scientists may be able to study released or participant data collected by such a system; however, if any data is to be collected, it should not be stored on a network device.  Otherwise, that data is vulnerable to future attack.

Summary

Selecting a subset of proxy servers for using in multipath routing is not trivial.  The Internet does not provide a frame of reference for location between two points.  After selecting with some regard for location, the subset must be refined based on performance (quality of service).  The system must also take into account issues of security such as confidentiality, loss of service, and trust.

Proposed Solution

Assumptions

Professor Chow provides the first assumption; a set of proxy servers is available to each user in the future Internet for multipath routing.  This assumption can be expanded to include these proxy servers are ideally place (a large topic in its own right).  Additional, Professor Chow places the assumption that both end points share the same subset of proxy servers.  This last assumption may be problematic for the simple fact that we cannot guarantee user behavior (i.e. a system that is not under our control may not behave as we would like); however if we place the burden of multipath routing on a proxy this may be accomplished.

Requirements

The requirements for solving this problem are discussed above.  In total, the requirements for this solution are:

· The choice of proxies must be related to the location of both end points.
· Proxies with higher QoS (less delay, more bandwidth) should be considered first.
· Dynamic selection of proxies is required.
· Risk of security should be minimized.
· Attacks should be identified.
· The system should recover as quickly and completely as possible.
· Trust must be placed in whomever controls the proxies.
· If the proxies collect network data, it should not be stored long term on a network device.  
Solving for Location

As discussed above, some frame of reference to location is required for proxy selection.  Reducing the total pool of proxies based on location prevents an unfavorable condition in which the path is more expensive than its benefit.
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Figure 1.  Example of poor proxy selection.  While there may be special cases, 

P2 would likely be detrimental for multipath routing.

To solve this problem, the first thing that comes to mind is the postal system.  Sending a letter involves knowing some information about a person’s address.  The address is broken down into four or five regional identifiers (street/number, city, state, zip code, country).  We can probably borrow from this system for determining location within the Internet.  

Using regions for the IP address would introduce a few new problems.  The first is the potential of address inefficiency
 where if the country is the topmost level then all countries would be given the same number of addresses while they clearly do not have the same number of machines connected to the Internet (Tanenbaum uses the example of Lietchenstein versus the US).  

To solve this problem I considered locations being subdivided based on the density of machines in the area (similar to a quad tree used in graphics).  Unfortunately, this would not work and the issue seems inherent to the problem; a hierarchy of regions is completely independent of population (less so towards the leaf nodes, but more so at the top of the tree) and as such we cannot avoid this problem. The second problem associated with using IP addresses for region is converting the current system.  Tanenbaum notes there is even some skepticism on the conversion to IPv6 from IPv4.

While a regional reference derived directly IP addresses may not be feasible anywhere in the foreseeable future, the proxy selection system is still dependent on knowing this information.  A solution is still possible.  While discussing the issues of IP routing, I noted that the protocol has high adaptability compared to a predetermined route.  Such a feature should not be dropped.  Rather, the system adds a level on top of such a system (in multipath routing we are diverting traffic to the proxy, but allowing the existing IP routing to find the path to the proxy and from the proxy).  As such, location is not derived from the IP address but held separately.

Proxy Clustering

The proposed solution is to have the proxy/multipath system define the location.  This notion is derived from the wireless sensor networks discussed in class.  To understand it, first look at the leaf level in the tree.  At this level we simply have a cluster of proxy servers with one of them being the leader or coordinator (collects information about the proxies) and represents the group to higher levels or remote proxies.  Unintentionally, this bears a remote resemblance to the adoption of the coordinator in SCOLD (Secure Collective Defense).
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Figure 2. Proxy cluster.  Here the leader is the

node in blue (connected to the other proxies).

There may be several advantages to such an approach.  First, regional information is collected in a fashion similar to DNS.  This leaf-level coordinator can know which of its proxies has the highest local quality of service (the proxies report QoS and security information to the coordinator) and pass that information up the hierarchy.  Additionally, when receiving a pool of remote proxies from the upper levels, a coordinator can perform QoS tests on behalf of the group, caching the result, and periodically updating the result.

Note that depth of leaf coordinators will vary based on region and density (i.e. a computer in New York would likely have more parent coordinators than a computer in Colorado Springs).

Choosing Connections
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Figure 3.  Next level up in the proxy hierarchy.  Here the parent coordinator communicates

with its children coordinators, defines its region, and resolves proxy selection within its region. 

If we take a look at one level higher, the coordinator (or parent node) can act on behalf of all the nodes within its region, filtering a set of remote proxies returned by a higher level coordinator and passing down security information/updates (such as filter rules, path avoidance, etc).  In addition, upper level coordinators (i.e. any coordinator that is not a leaf coordinator) has the responsibility of resolving proxy selection for multipaths within its region.

For example if a computer in C would like to communicate with a computer in E (as shown in figure 3), the lower level coordinators would check their cache (perhaps this has been solved recently).  If the cache is not valid, the coordinators ask their parent for help.  Here the parent realizes that both destinations are within its region and chooses an appropriate set of proxies.  For this case, virtually any best proxy from the children regions are viable candidates; however, if communication is desired between D and E, a proxy from C would be undesirable and one from A or F highly suspect.

As connections are being made, the QoS for the proxies involved diminishes and other proxies within the leaf region are selected as the current best for use in new connections.  This information is passed up the chain.  Hopefully, such a scheme will balance proxy load.

Security

Overall security within the Internet can be improved by such an overlaid network.  Filtering using the combination of IDS (Intrusion Detection System) and firewalls is possible.  Many of the issues are discussed above in the “Problem.” 

An interesting topic is the removal of a coordinator node.  The coordinators should be able to handle the loss of a standard proxy, but the system relies heavily on centralized information passed among coordinators.  Since this scheme is similar in some ways to wireless sensor networks choosing a new leader, these algorithms should be investigated.

Without investigation more complex algorithms, coordinator node replacement is still possible.   First we don’t want to have only one copy of information from a higher level.  Similar to DNS entries, this information should be shared with children coordinators.  Using this information, the children can select a replacement for the parent.  This will have a chain effect on lower nodes (ie. if a coordinator fills a parent position, its position must be filled).  A special event must occur when a proxy becomes a coordinator to re-route its current connections.

Summary

Location is solved using a combination of traits associated with DNS and wireless sensor networks while bearing some resemblance to SCOLD.  Proxy selection is then determined by the highest level holding both destinations.  Filtering occurs as this information is passed down.  Finally, the leaf coordinators agree on the best subset.

Additional Ideas

With such regional information at the disposal of this system, multiple proxy hops should be feasible.  This could lead to Internet infrastructure upgrades between proxies (sort of similar to an autobahn within the Internet); however, this may lead to additional security issues ranging from how to secure the physical network (similar to the oil pipe problem discussed in class) to the risk of reduced quality of service (or loss of service) if a computer along the autobahn goes down.  The ability of the computer to handle requests (server speed) would likely be an issue as well. 

Additionally, having proxies be a gateway for multipathing would be an interesting topic.  Instead of the client handling division of packets among multiple paths, the users would simply divert their traffic through the nearest and highest QoS proxy who would then handle the multipath selection and scheduling.  Such a scheme would remove the issue of trust from clients (i.e. the system could have full control over what proxies are used for multipath routing) and increase the speed of deploying such a system (clients would not have to be upgraded with multipath routing algorithms).

The issue of selecting multiple wireless access points is similar in some respect.  Quality of Service and trust are important, but these would be handled primarily on the user machine.  However, a gateway on the other end could query the access points for updates about signal strength of the client and divide the returning packets appropriately.  A more in-depth exploration of this topic should be discussed separately.

References

Cai, Yu.  2005.  On the Proxy Server based Multipath Connection.  PhD Dissertation 
Defense, University of Colorado at Colorado Springs.


http://cs.uccs.edu/~chow/pub/master/ycai/doc/phd_thesis_defense_yu_cai.ppt 

Casetti, C., Gerla, M., Lee S. S., Mascolo, S., Sanadidi, M.  2000.  TCP with Faster Recovery. http://www.cs.ucla.edu/NRL/hpi/tcpw/tcpw_papers/2000-milcom-0.pdf
Eyler, Pat.  2001.  Networking Linux:  A Practical Guide to TCP/IP.  New Riders, Indianapolis, Indiana.

Gerla, M., Lee, S. S., Pau, G.  2002.  TCP Westwood Performance Over Multiple Paths. http://www.cs.ucla.edu/NRL/hpi/papers/2002-tr-0.pdf

Sacerdoti, Federico D.  2004.  Tcphealth:  TCP Connection Monitoring in Linux.  http://heron.ucsd.edu/tcphealth/
Sarolahti, Pasi.  2002.  Linux TCP.  Seminar on Linux Kernel.

http://www.cs.helsinki.fi/u/kraatika/Courses/sem02a/Linux-TCP.pdf

Tanenbaum, Andrew S.  2003.  Computer Networks, 4th ed.  Prentice Hall PTR, Upper Saddle River, NJ.
Watson, Frank E.  2005.  Enhanced TCP Performance with Multiple Path Routing.  Master’s thesis, University of Colorado at Colorado Springs.

Wikipedia.org. 2005. Online Encyclopedia. http://www.wikipedia.org/

� Tanenbaum, p. 442


� p. 443


� p. 432


� Wikipedia, http://en.wikipedia.org/wiki/Proxy_server, December 2005


� Tanenbaum, p. 442






