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Abstract


In designing the Wireless Sensor Networks (WSNs), energy is the most important consideration because the lifetime of the sensor node is limited by the battery it has when deployed.  Grouping the sensors into clusters has proven to extend the life of the sensor node and consequently the life of the network as a whole.  This paper will survey the different clustering algorithms for WSNs and then discuss promising directions for further research.  
1. Introduction


Wireless Sensor Networks contain a large number of small sensor nodes where each node has a limited computation capability, energy, and storage.  These inexpensive sensors can be deployed in an ad-hoc manner, left unattended, yet use wireless communication to work together as a team to perform a specific task.  Typically they are used in a variety of applications, including combat field surveillance, environmental monitoring, vehicle tracking, emergency response, medical treatment, and outer space exploration.   In most of these applications, the sensors are required to detect events (i.e. temperature, pressure, humidity, light, and radiation) and then communicate the collected data to a base station.

There are several challenges facing the design of such a network.  Since each sensor is battery powered it has a finite life, but maximizing its life is a design goal.  Every task performed by the sensor uses energy and energy consumption varies depending on the task, so careful planning, analysis, and strategy must all take place when designing the wireless network.  Both transmitting a signal and receiving a signal take energy and the energy cost depends on the distance of the communication.  Energy aware algorithms are a must along with other creative strategies to extend the sensor’s life.

Based on previous research, it has been shown that grouping sensor nodes into clusters extends the life of the network [1, 2, 3].  Each cluster group has a cluster head (CH) that collects data from the nodes within the cluster, aggregates the data, and then reports this information to the base station.  This energy-efficient approach has numerous advantages.  Since most communication takes place within the cluster, routing table storage is reduced.  Overall bandwidth is reduced and communication across the entire network is optimized.  The average communication distance is reduced when communication is clustered oriented.

Although clustering can reduce the energy consumption, it has some problems.  The biggest challenge is that the CH will use considerably more energy and will drain its battery if this role is not passed on to another sensor node within the cluster.  Obviously there are energy costs associated with passing that responsibility around the cluster, therefore this optimization must be factored into the algorithms [5].
2. Clustering Objectives


Ultimately an objective should be tied directly to the specific application that is being solved by the WSN.  Since this paper will attempt to stay applications agnostic, the following objectives are vital to most WSN applications.

Load Balancing:  having an even distribution of nodes across the cluster groups is vital for optimizing the life of the WSN.  Considering the CH’s additional communicate duties and the subsequent battery drain, moving the CH responsibility around the cluster is a must.  If the size of the cluster groups becomes lopsided, then the life of the small cluster group is compromised.  Depending on the layout of the WSN, loosing a cluster may have detrimental affects on the entire WSN.  Another consideration is when it’s time for the CH to collect and aggregate the data to report to the base station, a larger than average cluster will take longer to perform this task.  Depending on the specifics of the application and the details of the amount of data being collected and reported will determine just how much of an impact this has to the functionality of the WSN. 

Fault-Tolerance:  many WSNs applications take place in the outdoors after a helicopter has dropped hundreds to thousands of sensors to the ground.  The risk of physical damage is a reality and malfunction should be factored into the design of the WSN.  Consider the devastating consequences if a CH failed early in the deployment and there was no design to replace the CH’s responsibilities.  Because of the reality of unplanned failures, there must be a strategy for monitoring the health of each CH and a plan to replace a malfunctioned CH.

Energy Efficiency:  maximizing the life of the WSN is a key goal for any WSN application.  Every task a sensor node does takes away battery life and if the set of tasks set before these nodes is not fully optimized for energy, then the life of the WSN will be greatly reduced.  The value of WSN is somewhat tied to the life expectancy of the WSN.  Obviously there are costs involved in deploying sensors and depending on the application, there could be timing dependencies (i.e.  combat surveillance) that prohibits the immediate redeployment of a WSN that has expired.  Maximizing the life of the WSN is a key to the success of the usefulness of WSNs.

Clustering Process:  ultimately, this process must successfully organize the entire WSN into groups of clusters that are prepared to communicate within their clusters, but also able to aggregate information and report to the base station.  Also, a methodology for selecting a CH is needed along with a strategy to rotate this responsibility among the sensor nodes.  There are different approaches such as pre-determined CH, or an election process.  How many nodes should go into each cluster?  Obviously, the more complicated the process, the more cycles used with the sensor itself and the more energy consumed.   Also, there is a limitation on the amount of storage, so these algorithms must not only run efficiently, but have a small footprint.
3. Clustering Algorithms for WSNs

There are clustering algorithms that must account for mobility.  This paper will only focus on sensor nodes that have a fixed location after deployment.

Energy Efficient Hierarchical Clustering (EEHC) is a randomized clustering algorithm for WSNs [1].  With a goal to maximize the network life, CHs collect and aggregate sensor’s readings from their cluster groups and report the aggregation to the base station.  This methodology is based on two phases.  During the first phase, each sensor node announces itself as a CH with a probability to its neighbors. Any node that receives this announcement and is not a CH becomes a member.

In the second stage, the hierarchy is developed.  A similar algorithm used in phase one is recursively repeated until the top level of the cluster can report.  Simulation results back the authors mathematical model and the algorithm has a time complexity of O(k1 + k2 + … + kn) [1].

Low Energy Adaptive Cluster Hierarchy (LEACH) is a very popular clustering algorithm.  It creates clusters based on the received signal strength and uses the CH nodes as routers to the base station.  The data processing (data fusion and aggregation) take place with the CH.  LEACH forms clusters by using a distributed algorithm, where nodes make independent decisions without any central control.  At the start a node decides to be a CH with a probability p and broadcasts its decision.  Each non-CH node determines its cluster by choosing the CH that can be reached using the least communication energy.  The CH duty is rotated periodically among the nodes of the cluster in order to balance the energy consumption.  The rotation is performed by getting each node to choose a random number.  A node becomes a CH for the current rotation round if the number is less than a calculated threshold [1, 2].

Since this decision to change the CH is probabilistic, there is a good chance that a node with very low energy gets select as a CH.  When this node’s battery dies, the whole cluster becomes unavailable.  Also, the CH is assumed to have a long communication range so that the data can reach the base station from the CH directly.  This is not a good assumption since there can be physical obstacles.

Hybrid Energy-Efficient Distributed Clustering (HEED) is a distributed clustering design where CH nodes are picked from the deployed sensors.  HEED considers a combination of energy and communication cost factors when selecting CHs.  Unlike LEACH, it does not select CH nodes randomly.  Only sensors that have a high residual energy can become CH.  Also, CHs are well distributed in the network.

The HEED algorithm is divided into three phases.  The initialization phase sets an initial percentage of CHs among the sensors.  This percentage Cprob is used to limit the initial CH broadcasts to the other sensors.  Then the probability of becoming a CHprob is calculated as CHprob = Cprob * Eresidual / Emax where Eresidual is the current energy in the sensor, and Emax is the maximum energy (a fully charged battery).  

During the second phase, every sensor goes through several iterations until it finds the CH that it can transmit to with the least transmission power/cost.  If it hears from no CH, the sensor elects itself to be a CH and sends a broadcast message to its neighbors informing them about the change.  Finally, each sensor doubles its CHprob value and goes to the next iteration of this phase.  It stops executing this phase when it’s CHprob reaches 1.  Therefore there are two types of CH status that a sensor could announce to its neighbors (tentative or final).

In the last phase, each sensor must decide whether to pick the least cost CH or promote itself as a leader.  The HEED algorithm has been extended [1, 2, 5].

Distributed Weight-Based Energy-Efficient Hierarchical Clustering (DWEHC) attempts to balance cluster size and optimize the intra-cluster topology.  First, each sensor calculates its weight after discovering the neighboring nodes in its area.  The weight is a function of the sensor’s energy reserve and the closeness to the neighbors.  In a neighborhood, the node with largest weight would be elected as a CH and the remaining nodes become members.  At this stage the nodes are considered as first-level members since they have a direct link to the CH.
Next, a node progressively adjusts this membership in order to reach a CH using the least amount of energy.  In essence, a node checks with its non-CH neighbors to find out their minimal coast for reaching a CH.  Given the node’s knowledge of the distance to its neighbors, it can determine whether it is better to stay a first-level member or become a second-level one; reaching the CH over a two-hop path.  In doing so, the node may switch to a CH other than its original one.  This process continues until the nodes settle on the most energy efficient intra-cluster topology.

Multi-hop Overlap Clustering (MOCA) is designed to have overlap which is different than most WSN approaches.  The authors argue that having some degree of overlap among clusters can facilitate many applications like inter-cluster routing, topology discovery, and node localization and recovery from cluster head failure.  The goal is to ensure that each node is either a CH or within k hops from at least one CH, where k is a preset cluster radius [1].

The algorithm assumes that each sensor in the network becomes a CH with probability p.  Then each CH advertises itself to the sensors within its communication range.  This announcement is forwarded to all sensors that are no more than k hops away from the CH.  A node sends a request to all CHs that it heard from in order to join their clusters.  In the join request, the node includes the ID of all CHs it heard from, which implicitly implies that it is a boundary node.  The CH nomination probability (p) is used to control the number of clusters in the network and the degree of overlap among them.


Attribute-based Clustering is based on the attributes of the data.  The key goal is to achieve proficient dissemination of the data within the network.  This design is similar to other data-centric models of WSNs.  The clustering would be established by mapping a hierarchy of data attributes to a network topology.  The base station starts the process by asking nodes to form clusters and nodes that hear the request choose whether to submit themselves as CHs based on their energy level.  Upon receiving the base-station request, sensor nodes having an intent to become CH wait for a random time period that is based on their battery supply.  Nodes with more energy wait longer.  If a node nominates itself, then it broadcasts an message that further gets spread from node to node.  A node later joins the CH that can reach over the least number of hops.  During the wait time, if a node hears a CH claim packet from a neighboring node it drops its CH bid and resends the received packet after incrementing the hop count field in the packet [1].

This approach also encourages the CH rotation among the nodes within the cluster in order to extend the node’s battery life.  Failure of CHs can also be detected since a CH periodically sends a heartbeat message to the members.  If a sensor node does not receive a heartbeat message within the specified time, then it will assume that the CH has malfunctioned and assume the role of CH.

Table 1 compares the approaches discussed above and compares the key features that were discussed earlier:  energy efficiency, fault-tolerance, and load balancing:

Table 1
	Clustering Algorithms
	Energy Efficient
	Failure Recovery
	Balanced Clustering

	EEHC
	Yes
	N/A
	OK

	LEACH
	No
	Yes
	OK

	HEED (extended)
	Yes
	N/A
	Very good

	DWEHC
	Yes
	N/A
	Very good

	MOCA
	Yes
	N/A
	Good

	Attribute-based Clustering
	Yes
	Yes
	Very good


4. Conclusions

The challenges presented by WSNs are multifaceted and at the same time fascinating.  This paper surveyed the main algorithms for cluster formation and compared them based on energy efficiency, load balancing, and fault-tolerance.  Even though a majority of the algorithms are energy-efficient, they do not all handle malfunctions nor do they all balance the load on the clusters evenly.  Attribute-based clustering has features that should be explored further within a simulation.
My interests also lean towards MOCA’s design that allows for cluster overlap which could help with malfunctioning sensors.  Also, as the life of the WSN expires, the ability for clusters to re-cluster without much energy expended would be a selling point.  Overlapping clusters would allow for that ability.
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