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Abstract
Internet Protocol Version 6 (IPv6), a replacement for Internet Protocol Version 4 (IPv4), is a network protocol that is used in packet-switched networks. This paper briefly explains the use of tunneling to transfer IPv6 packets over an existing IPv4 network, and the main goal of this paper is to successfully demonstrate IPv6 over IPv4 tunneling using Ubuntu. With new protocols come new methods of security. The paper explains security threats that no longer exist in IPv6 and new security threats that come with IPv6. 
Introduction
IPv6 (Internet Protocol version 6) is defined to be a network protocol that is used in packet-switched networks; IPv6 is meant to succeed the current protocol, which is IPv4 (Internet Protocol version 4). The creation of IPv6, also called The Next Generation, began in 1994 through the work of the Internet Engineering Task Force. The driving force behind the creation of IPv6 has been the necessity for additional address space to provide for the continued expansion of the Internet (Garcia, 592).
A 128-bit IPv6 address has a different format than a 32-bit IPv4 address. IPv6 attempts to create a more compact notation by using a hexadecimal digit for every 4 bits and by separating every 16 bits with a colon. There would be a total of 8 fields separated by colons. Here is an example:


4BF5:AA12:0216:FEBC:BA5F:039A:BE9A:2176

An IPv6 address can also be compressed. An example of that would be if one had the following address:

ABCD:0000:0000:0000:0BCD:0000:0000:0000
The leading zeroes can be compressed to result in the following address:


ABCD::BCD:0:0:0

During a time of transition when the technology community moves from IPv4 to IPv6, there is an IPv4 compatible address that can be used in IPv6. The following is an example of such an address:


::FFFF:128.155.12.198







So far, we have covered just a quick introduction of IPv6. Throughout, the rest of this paper we will discuss IPv6 over IPv4 tunneling, security in IPv6, and the implementation of IPv6 in Ubuntu. Our test network shows a successful implementation of an IPv6 over IPv4 tunnel in Ubuntu. 
Discussion

Tunneling
Tunneling is required when two IPv6 network need to communicate over an IPv4 network (Microsoft, 2007). During the transition between IPv4 and IPv6, tunneling will be a requirement. In order to transport an IPv6 packet across an IPv4 network, 

· the IPv6 packet is encapsulated into an IPv4 packet with an IPv4 header at a router residing at the edge of the IPv6 network,

· the IPv4 protocol field set to 41 to signify that this is an IPv6 packet, and 

· the source and destination addresses are set to the tunnel end-points (the routers that translate between IPv4 and IPv6).

The figure below shows how an IPv6 packet is encapsulated into an IPv4 packet to be transported across an IPv4 network.
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An IPv6 network may have no knowledge about IPv4. Therefore, it needs to send its packets to a router that has both an IPv6 and IPv4 address. There are currently many ISP (Internet Service Providers) that can provide this server. The router then encapsulates the IPv6 packet into an IPv4 packet with the router’s IPv4 address. The packet can now be sent across the IPv4 network to another IPv6 network. The router at the other network will strip off the IPv4 header and will send the packet to the correct IPv6 host in its network. This may seem like a lot of work, but it is necessary in order to allow IPv6 to reside in an IPv4 world.
Security
As IPv6 becomes more popular, then network administrators will need to consider the security implications that accompany this new addressing scheme and architecture. This section on security will explain built-in security features of IPv6, security threats that no longer exist in IPv6, and new security threats for IPv6. 
IPsec is a security feature that is already built into IPv6. In IPv4, IPsec was an optional feature, while in IPv6, the user of IPsec has become mandatory. The creators of IPv6 hoped to build security into the architecture in order to make security management easier. However, during the transition from IPv4 and IPv6, IPsec may not be functional, which would leave IPv6 without any cryptographic protections (Gai, 2007). 
Currently, there are many security threats in IPv4 that would disappear with the architecture of IPv6. In IPv4, reconnaissance (scoping out the network) is very simple. Ping sweeps and port scans can be done to get a feel for the network. The default IPv6 subnet has 18 quintillion addresses, which means a scan would take centuries instead of seconds. Domain Name Service (DNS) servers may become likely targets because scans would no longer be efficient and public hosts would need to be connected to the DNS servers (Cisco Systems). 
One way that attacks could be simpler is that the new address structure of IPv6 would allow for human readable addresses such as ::10, ::F00D, or ::DEAD:BEEF. An attacker would only need to use combinations that are human readable. Cisco advises network administrators to steer clear of addresses that are too simple if the addresses are going to be used statically for critical systems.

Network administrators will need to make adjustments to their firewalls in order to allow IPv6 to function properly. Currently, network administrators will turn off ICMP requests in IPv4. In IPv6, ICMP requests will need to be turned on because address assignment, address resolution, multicast group management, and mobile IPv6 support all rely on ICMPv6 for their functionality. The figure below shows what services in IPv4 and IPv4 rely on ICMP requests.
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Cisco Systems
Yet another part of IPv6 that network administrators will need to consider is the use of multicast. There will be no broadcast in IPv6; multicast will be used in instead. All firewalls will need to at least allow multicast traffic through to FF02::/10. Note that multicast traffic always starts with the address in the same address space. The transparent firewall would also need to allow FF02::1 (or FF02::2) because this is the link local of all nodes in the multicast (Cisco Systems). 
Spoofing is a common practice in IPv4, and spoofing will still exist in IPv6 as long as 6to4 tunnels exist. The figure below gives a perfect example. The attacker who is spoofing would be in the IPv4 network, shown in the middle of the picture. The packet would go directly to the 6to4 relay router. The 6to4 relay router would strip off the IPv4 header in order to expose the IPv6 packet underneath, which would now make it impossible to identify the attacker because there is no IPv4 address. It could also make it seem as if the 6to4 relay router is actually the attacker (Cisco Systems). 
[image: image3.png]IPva Stc: Spoofed IPv4 Address  6to4 ACLS Are Ineffective Spoofed Packet Response
|Pv4 Dst: 6tod Relay since IPv4 Is Spoofed (TCP SYN-ACK, ICMPVE

Echo, etc) Is Returned to
1PV6 Sre: Spoofed Source Server B 6104 Relay Strips the IPv4 .

V6 Sre: Spoofed Source SEIVEr®  Header So Traceback s Difficult  SPoofed IPV6 Dst.
IPV6 Dst: Server A

6tod Relay Forwards the Inner
Packet

IPv6 Network IPv6 Network S
Public IPv4 %

6tod Internet 6tod

Relay Relay
Server A Server B





Cisco Systems
IPv6 may have its own set of problems, but IPv6 also eliminates some other security problems. Hybrid and pure worms that do random scanning will no longer be useful. According to Cisco, at 1 million packets per second on an IPv6 subnet with 10,000 hosts it would take over 28 years to find the first host to infect. This is in comparison to Slammer (a worm) that infected 75,000 hosts in half an hour. Slammer crippled quite a bit of the IPv4 Internet in 10 minutes, which is shown below. The seconds figure shows how Slammer would react in an IPv6 network (Cisco Systems).
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Cisco Systems: Slammer in 10 minutes in IPv4.
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Cisco Systems: Slammer in 28 years in IPv6 (1 host infected)
What we can learn from this is that the sheer size of IPv6 subnets will make classic worms and port scanning ineffective. However, IPv6 still has security holes such as allowing for spoofing and the abuse of multicast. If you would like to find out more, Cisco Systems provides an excellent presentation on IPv6 security at http://www.seanconvery.com/SEC-2003.pdf. 
Ubuntu
In IPv6, Fedora Core and Windows Server 2008 have been at the forefront of adapting to the IPv6 addressing scheme and architecture. There are plenty of presentations, tutorials, and forums that help Windows and Fedora Core users implement IPv6 in their networks. However, Ubuntu has not been that common for use in IPv6 networks. Ubuntu has recently become quite popular, and many administrators are integrating this server into their networks. If anyone were to Google IPv6 and Ubuntu together, the majority of hits would be related to disabling IPv6 on Ubuntu (Google). Most people find that Ubuntu is either not easily configurable to work with IPv6, they find that IPv6, when enabled, will actually slow down the server (Ubuntu Forums). Therefore, we decided to see if the comments by others were accurate by creating a test network that was only consisted of Ubuntu servers. 
Test Network
Setup
The following is the configuration of our test network, and we will explain how to configure this test network. We used VMWare 1.0.5 and Ubuntu 7.4. Ubuntu1 and Ubuntu4 were servers on separate IPv6 networks. Ubuntu2 and Ubuntu3 acted as routers that allowed for tunneling. In order for two IPv6 networks to communicate, there needs to be a router that is configured to convert between IPv6 and IPv4 addresses. The router at the edge of the IPv6 and IPv4 networks will wrap the IPv6 packet into an IPv4 header. The packet gets sent across the IPv4 network, and the router on the opposite IPv6 network strips off the IPv4 header and passes the packet to the IPv6 network. 
[image: image1]
Configuration
NOTE: This configuration does achieve the successful creation of an IPv6 over IPv4 tunnel between Ubuntu2 and Ubuntu3. However, this tunnel is temporary. The tunnel will disappear after a reboot of the system. In the Appendix, you will find a script for Ubuntu2 and a script for Ubuntu3 that you can run to create the tunnel quickly on both servers. 
Ubuntu1 Configuration
First, we will go through setting up the IPv6 network hosts because these are the easiest to configure. For Ubuntu1, in Ubuntu1 open /etc/network/interfaces and modify it (making sure first that you have administrative privileges). Use the following configuration:

# The loopback network interface
auto lo

iface lo inet loopback

auto eth1

iface eth1 inet6 static

address 2001:db8:0:1::1

netmask 64

gateway 2001:db8:0:1::2
You do not need an IPv4 address because Ubuntu1 only works in an IPv6 network. After editing, /etc/network/interfaces, issue ‘/etc/init.d/networking restart’ on the command line. This will cause your new configuration to be recognized in the system. You can issue ‘ifconfig’ on the command line to make sure that your interface is correct.
When you do an ifconfig, you should now have the following screen:
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Ubuntu4 Configuration
Next, we will show you how to configure Ubuntu4, which is in the opposite IPv6 network. Open the /etc/network/interfaces file, and make sure that you have administrative privileges. Modify the file with the following configuration:

#The loopback network interface

auto lo

iface lo inet loopback

auto eth2

iface eth2 inet6 static

address 2001:db8:0:2::4

netmask 64

gateway 2001:db8:0:2::3
On the command line, type ‘etc/init.d/networking restart’. This refreshes all your networking interfaces with your new configuration.

When you issue an ifconfig, you should now have the following screen:
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csnet@IPUbubuntul:~$ sudo bash

Passuord :

root@ IPUbubuntul: " ifconfig

cthz Link encap:Ethernet Huaddr 00:0C:29:40:F5:73
inet6 addr: 2001:dbB:0:2::4/64 Scope:Global
inet6 addr: feB0::20c:29ff :fe40:£573/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:i
RX packets:95 errors:0 dropped:0 overruns:0 frame:
TX packets:28 errors:0 dropped:0 overrunsi0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:12315 (12.0 KiB) TX bytes:2332 (2.2 KiB)
Interrupt:1? Base address:0x1400

lo Link encap:Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0
inet6 addr /128 Scope :Host
UP LOOPBACK RUNNING MTU:16436 Metric:1
RX packets:36 errors:0 dropped:0 overruns:0 frame:
TX packets:36 errors:0 dropped:0 overrunsi® carrier:0
collisions:0 txqueuelen:0
RX bytes:2604 (2.5 KiB) TX bytes:2604 (2.5 KiB)

root@ IPU6ubuntul





Ubuntu2
Our next task is to configure the two Ubuntu routers (Ubuntu2 and Ubuntu3). First, we will explain how to configure Ubuntu2. This will be a little more difficult because the tunnel to communicate with the other network needs to be created. 
Make sure you that have administrative privileges first. Open the /etc/network/interfaces file, and modify it with the following configuration:

# The loopback network interface
auto lo

iface lo inet loopback

# The IPv6 network interface

auto eth2

iface eth2 inet6 static

      address 2001:db8:0:1::2

      netmask 64

      gateway 2001:db8:0:2::4
# The IPv4 network interface

auto eth3

iface eth3 inet static

      address 192.168.2.52

      netmask 255.255.255.0

      broadcast 192.168.2.18

      gateway 192.168.2.18 # the IP address of my own machine b/c I’m using VMWare
Please note that there are both IPv6 and IPv4 interfaces. If you are using VMWare, you can use the gateway to point to your own machine. Issue a ‘etc/init.d/networking restart’ command on your machine to refresh the system with the new configuration. 

Now we can set up the tunnel. This way of setting up the tunnel is not permanent. It will disappear on reboot. We found this way of configuring the tunnel from Miss Kuljaree Tantayakul at the Centre for Network Research Prince of Songkla University in Thailand. However, the commands she has in her presentation are not entirely correct. Please keep this in mind if you try to implement IPv6 based on her presentation. In the Appendix, we have ea script that will create the tunnel for you under the Ubuntu2 heading. First, the tunnel endpoint will need to be created. Issue the following command:

ip tunnel add sit1 mode sit ttl 64 local 192.168.2.52 remote 192.168.2.53
The interface will be called sit1, and the time-to-live will be set to 64 hops. The address of Ubuntu2 is 192.168.2.52, so the local address will be marked as such. My remote address is that of Ubuntu3, which is 192.168.2.53. 

The next step is to bring up the sit1 interface with the following command:

ifconfig sit1 up
Now, the local IPv6 address needs to be connected to the tunnel. The 2001:db8:0:1::2 is the local address of Ubuntu2. Issue the following command:
ip -6 addr add 2001:db8:0:1::2/64 dev sit1
Finally, the static routes need to be set up on Ubuntu2. The 2001:db8:0:2:: network address is the remote IPv6 network that you would like to reach. Issue the following command:
route -A inet6 add 2001:db8:0:2::/64 dev sit1
When you do an ifconfig you should now have the following two figures as your results:
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sit1 Link encap: IPub-in-TPud
inet6 addr :2/64 Scope:Global
inet6 addr: feB0::c0aB:234,128 Scope:Link
UP POINTOPOINT RUNNING NOARP MTU:1480 HMetric:i
RX packets:l4 errors:0 dropped:0 overruns:0 frame:
TX packets:14 errors:0 dropped:0 overrunsi® carrier:0
collisions:0 txqueuelen:0
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Ubunt3
The last Ubuntu router needs to be set up for this to work. In your Ubuntu3 machine, open the /etc/network/interfaces file. Make sure that you have administrative privileges; otherwise, you will not be able to save the new configuration. Modify the file with the following configuration:
# The loopback network interface
auto lo

iface lo inet loopback

# The IPv6 interface

auto eth2

iface eth2 inet6 static

address 2001:db8:0:2::3

netmask 64

gateway 2001:db8:0:2::4

# The IPv4 interface

auto eth3

iface eth3 inet static


address 192.168.2.53


netmask 255.255.255.0


broadcast 192.168.2.255


gateway 192.168.2.18
Issue the ‘/etc/init.d/networking restart’ command in order to restart and refresh all the interfaces. 
Now we can set up the tunnel. Instead of doing the commands below, you can also run the script in the Appendix under the Ubuntu3 heading. First, the tunnel endpoint will need to be created. Issue the following command:

ip tunnel add sit1 mode sit ttl 64 local 192.168.2.53 remote 192.168.2.52
The interface will be called sit1, and the time-to-live will be set to 64 hops. The address of Ubuntu3 is 192.168.2.53, so the local address will be marked as such. My remote address is that of Ubuntu2, which is 192.168.2.52. 

The next step is to bring up the sit1 interface with the following command:

ifconfig sit1 up
Now, the local IPv6 address needs to be connected to the tunnel. The 2001:db8:0:1::3 is the local address of Ubuntu3. Issue the following command:

ip -6 addr add 2001:db8:0:2::3/64 dev sit1
Finally, the static routes need to be set up on Ubuntu3. The 2001:db8:0:1:: network address is the remote IPv6 network that you would like to reach. Issue the following command:

route -A inet6 add 2001:db8:0:1::/64 dev sit1
If you do an ifconfig, you should now have the following two figures:
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Testing your Network and Lessons Learned
We were successfully able to achieve our goal of creating an IPv6 over IPv4 tunnel, and we were able to ping from Ubuntu1 to Ubuntu4 and vice versa. However, Ubuntu is a bit temperamental in creating its routing tables dynamically. Therefore, you must ping in a specific order. To ping from Ubuntu1, first issue the command ‘ping6 2001:db8:0:1::2. This will allow you to ping Ubuntu2. Now, ‘ping6 2001:db8:0:2::3’. This will get the packet from Ubuntu1 across the tunnel to Ubuntu3. For the next step, you need to access your Ubuntu3 machine. Do a ‘ping6 2001:db8:0:2::4’ from your Ubuntu3 machine. This sets up the routing table on Ubuntu3. Finally, go back to your Ubuntu1 machine and ‘ping6 2001:db8:0:1::4. Congratulations, you should now have proven that you can send a packet from one IPv6 network, through an IPv4 network, and to another IPv6 network. The following shows a successful ping from Ubuntu1 to Ubuntu4, with previous pings to Ubuntu2 and Ubuntu3:
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PING 2001:db8:0:1::2(2001:dbB:0:1::2) 56 data bytes
64 bytes from 2001:db8 icnp_seq-1 tt1=64 tin
64 bytes from 2001:db8 icmp_seq=2 tt1=64 tim

.89 ns
.88 ns

- 2001:dbB:0:1::2 ping statistics -—-
2 packets transnitted, 2 received, 0% packet loss, time 1000ms
rtt min/avg/max/mdev = 1.899/3.892/5.886/1.994 ns
root@IPUbubuntul: /etc/netuorks ping6 2001:db8:0:2
PING 2001:db8:0:2::3(2001:dbB:0:2::3) 56 data bytes

64 bytes from 2001:dbB:0:2::3: icnp_seq=1 tt1=63 tine=14.4 ms
64 bytes from 2001:db8 icmp_seq=2 tt1=63 time=1.02 ns

- 2001:dbB:0:2::3 ping statistics -—-
2 packets transmitted, 2 received, 0% packet loss, time 100Zms
rtt min/avg/max/mdev = 1.028/7.720,14.413/6.693 ns

root@IPUbubuntul: /etc/netuorks ping6 2001:db8:0:2
PING 2001:db8:0:2::4(2001:dbB:0:2::4) 56 data bytes
64 bytes from 2001:dbB:0:2::4: icnp_seq=1 tt1=62 tim
64 bytes from 2001:db8 icmp_seq=2 tt1=62 tim

.57 ns
14 ns

- 2001:db8: 4 ping statistics ——-
2 packets transnitted, 2 received, 0% packet loss, time 1016ms
rtt minsavg/max/ndev = 2.149/5.363/8.578,3.215 ns
root@IPU6ubuntul: etc/networkst _




To do the reverse (ping from Ubuntu4 to Ubuntu1), you must do your pings in the following order. First, from Ubuntu4 ping Ubuntu3 and then Ubuntu2. From Ubuntu2, ping Ubuntu1. Finally, from Ubuntu4 ping Ubuntu1. The following shows the results that you should have:

[image: image13.png]root@IPVUbubuntul:"# pingb 2001
PING 2001:db8:0:2::3(2001:db8:
64 bytes from 2001:db8
64 bytes from 2001:db8

2::3) 56 data bytes
icmp_seq=1 tt1=64 tim
icmp_seq=2 tt1=64 tim

- 2001:dbB:0:2::3 ping statistics -—-
2 packets transmitted, 2 received, 0% packet loss, time 999ms
rtt min/avg/max/mdev = 0.470/5.364,10.259/4.895 ms
root@IPUbubuntul:"# ping6 2001:db8:0:1::2

PING 2001:db8:0:1::2(2001:dbB:0:1::2) 56 data bytes

64 bytes from 2001:dbB:0:1::2: icnp_seq=1 tt1=63 tine=28.3 ms
64 bytes from 2001:db8 icmp_seq=2 tt1=63 time=9.22 ms

- 2001:dbB:0:1::2 ping statistics -—-
2 packets transnitted, 2 received, 0% packet loss, time 1003ms
rtt minsavg/max/mdev = 9.226/18.793/28.360,9.567 ns
root@IPUbubuntul:"# ping6 2001:db8:0:1::1

PING 2001:db8:0:1::1(2001:dbB:0:1::1) 56 data bytes
64 bytes from 2001:dbB:0:1::1: icmp_seq=1 tt1=62 tim
64 bytes from 2001:db8 icmp_seq=2 tt1=62 tim

- 2001:db8: i1 ping statistics ——-
2 packets transnitted, 2 received, 0% packet loss, time 1000ms
rtt minsavg/max/mdev = 1.174,5.901,/10.628/4.727 ns
root@IPU6ubuntul:~# _




Your IP routing table should have also changed during the course of this exercise. To see your IP routing table for IPv6, issue the following command:
route –A inet6

For Ubuntu1, your IPv6 routing table should look like the following:

[image: image14.png]root@IPUbubuntul
root@ IPU6ubuntul
root@ IPU6ubuntul:/etc/netuorkt
root@ IPU6ubuntul:/etc/netuorkt
root@ IPU6ubuntul:/etc/netuorkt
root@ IPU6ubuntul:/etc/netuorkt
root@ IPU6ubuntul
Kernel IPub routing table
Destination

Flags Metric Ref  Use Iface

vetcsnetworkdt
setc/netuorkt

2001:db8:0:1: /64

[1 256 1 0 ethl
reBo:: /64

1 256 o 0 ethl

ue 1 14 0 ethl

/128

u 0 1 110
2001:db8:0:1::1/128

[1 0 28 1 1o
PeBO::20c:29ff :feda:d003,128
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P£00: : /8

u 256 0 0 ethl

root@IPU6ubuntul: etc/networkst _

setcsnetuorks route -A inet6

Next Hop

2001:db8:0:1::2





We were very excited to get this working. It took several works, and several failed attempts to get this to be successful. The following are some of the problems we encountered. 
For some reason, we could ping from Ubuntu1 to Ubuntu2, from Ubuntu2 to Ubuntu3, and Ubuntu3 to Ubuntu4. However, we could not ping from Ubuntu1 to Ubuntu4. We thought that this may have been a forwarding issue. The Ubuntu sites said that IPv4 and IPv6 forwarding was available by default. However, we found that the /etc/sysctl.conf file had commented out the two lines that allow IPv4 forwarding and IPv6 forwarding to be enabled. In order to enable the forwarding, uncomment the lines that say net.ipv4.conf.default.forwarding=1 and net.ipv6.conf.default.forwarding=1. Then issue the command ‘sysctl –p’, which refreshes that file.
This did not solve the problem, but we did learn much more about how to configure routing and forwarding in Ubuntu.

Next, we decided to check to see if the firewalls were stopping packets from moving throughout the network. We learned that in Ubuntu, there are two firewall rules files (iptables and ip6tables). One is used for IPv4, while the other is used for IPv6. We made sure that anything could move throughout the network by first changing the rules and then by completely shutting down the firewalls. However, this also did not solve our problems. 

By doing a traceroute6 and tracepath6 on the packets, I was able to see that the packets were not making it to the router. I then decided to look at my ip routing table to see if there was a problem. The command to examine the IPv6 routing table is ‘route –A inet6’. I made sure that the default gateway was correct and that the routes were correct. This is where we found the problem. The IPv6 routing tables could be statically created or dynamically created. This is why we need to ping in a very specific order to be able to reach Ubuntu4 from Ubuntu1 and vice versa.  
All this work led us to believe that users should not try to do IPv6 with Ubuntu just yet. We proved the Ubuntu forums wrong by showing that it is possible. However, Ubuntu is not ready to handle IPv6. Our recommendation is to use other operating systems that are a little further along such as at least Fedora Core 7 or Microsoft Server 2008. Forums in Ubuntu recommend that Ubuntu should not be used for IPv6. Firstly, the configurations are very flaky, and secondly the IPv6 has been proven to slow down the Ubuntu server. This is why most Ubuntu system administrators will disable IPv6. The lack of documentation on IPv6 in Ubuntu is very disappointing, and we are hoping that this example will help others learn how to configure IPv6 on Ubuntu.
Future Work
Every web site with an explanation on how to do tunneling made the configuration seem so simple. However, their examples are at times theoretical, and there are always problems (such as the commands are not accurate). I think there should be future work done in testing other operating systems to see which operating system is better suited for IPv6 network configurations. 
Another topic that should be researched is the GUI based tools that auto-configure features such as tunneling and firewalls for the user on operating systems such as Ubuntu. It would be quite interesting to look further into what kinds of tools are available and which tools are the best.
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Appendix
Ubuntu2 Tunnel Creation Script
[image: image15.png]root@IPVUbubuntul:"# more setcs/network/setTunnel.sh
#set tunnel

ip tunnel add sitl mode sit ttl 64 local 192.168.2.52 remote 192.168.2.53
ifconfig sitl up

ip -6 addr add 2001:db8:

route -f inet6 add 2001:db8:

sysctl -u net.ipu6.conf.all.foruarding=1
root@IPUsubuntul





Ubuntu3 Tunnel Creation Script
[image: image16.png]root@IPUbubuntul:"# more setcs/networkssetTunnel.sh
#Set tunmel
ip tunnel add sitl mode sit ttl 64 local 192.168.2.53 remote 192.168.2.52

#Bring sitl up
ifconfig sitl up

#set local IPu6 address
ip -6 addr add 2001:db8:0:2::3/64 dev sitl

#Add route
route -f inet6 add 2001:dbi

11/64 dev sitl

sysctl -u net.ipu6.conf.all.foruarding=1
root@IPUsubuntul
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