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Abstract

The recent growth in data and data storage, driven by portable storage devices and the Internet, has brought the demand for reliable, available, and inexpensive storage to an all-time high.  A key player in the storage craze, Storage Area Networks (SANs) are expanding their scope and improving their technology in order to broaden the possibilities of data storage.  


In storage networking, Fibre Channel-based SANs have long been the standard technology.  While Fibre Channel SANs deliver high performance and reliable connectivity, they also have some serious drawbacks.  First, the Fibre Channel protocol is the most expensive to implement, owing to the high cost of switches and Fibre Channel cables.  Second, Fibre Channel has limited scope, as FC SANs can only run with Fibre Channel technology.  

Three networking protocols, in particular, will drive the storage area networks of the present and near future.  The Internet Small Computer System Interface (iSCSI) protocol uses TCP/IP, enabling iSCSI to run over virtually any physical network, although its performance is slower than a FC SAN due to TCP overhead.  To help reduce the TCP overhead, a TCP/IP Offload Engine (TOE) can be added to a SAN.  Fibre Channel over IP (FCIP) tunnels information between SAN facilities over IP networks.  One advantage of FCIP is that it enables data sharing over a geographically distributed network.  The third technology, Internet Fibre Channel Protocol (iFCP), is a gateway-to-gateway protocol with the ability to connect a number of FC devices to an IP network.  iFCP has the additional capability of interconnecting FC SANs and IP networks.

Led by iSCSI, FCIP, and iFCP, the future of storage networking is bright.  It remains to be seen if one of these technologies will dominate the industry, or if all of them can coexist as the SAN market expands.  Clearly, iSCSI, FCIP, and iFCP are all capable of continuing the advancement of the storage networking industry.

1.   Introduction

A number of different technologies that once aimed to dominate the storage networking world and defeat all comers now acknowledge that one method may not always be superior to the others.  It is commonplace nowadays to see the Internet Small Computer System Interface (iSCSI), Fibre Channel over IP (FCIP), and Internet Fibre Channel Protocol (iFCP) technologies implemented in storage area networks (SANs) [1].  In fact, these three protocols may all own a portion of the SAN market in the near future. 

The SAN has quickly become the focus of many emerging technologies and protocols.  As consumer demand for storage continues to expand, researchers are investigating how storage area networks can be improved.  Since a variety of different technologies are implemented in SANs, the argument of which method is the best isn’t absolute; rather, it’s situational.
In the realm of storage area networks, the Fibre Channel interface had been the only option for many years.  However, the FC interface has difficulties accessing remote devices and is highly expensive [2].  Recently, the iSCSI protocol has been developed in hopes of reducing the problems associated with the FC-based SAN.  Each of the two approaches has its pros and cons.  Rapid developments in the storage area network market are attributed to the improving performance and enhanced capabilities of FCIP and iSCSI.  
The incredible growth in data and data storage recently—spearheaded by a new group of data-heavy applica​tions, web-capable enterprise applications, and of course, the Internet—has created unprecedented growth in the need for storage.  Linking enterprise storage devices directly to servers in a local storage subsystem has been the traditional approach.  Unfortunately, point-to-point storage creates storage islands that limit scalability, add to management complexity and lead to performance bottlenecks in both the local area network (LAN) and the server.  In Information Technology (IT) management, a current trend has been to consolidate the stor​age in the data center in order to build a storage area network.  SANs drastically reduce the overall cost of ownership by simplifying storage management, enhancing the scalability of the server and storage utility, and allowing for highly available SAN configurations designed for information-critical enterprise environments.  Establishing a system of interconnected storage devices and servers that implement any-to-any access allows SAN resources to be allocated, divided, and organized efficiently.  In today’s market, organizations interested in SANs want to broaden the benefits of SANs to include Internet protocol networks, and thereby make it possible and easier for more users to access data [3].
2.   Objectives

One objective of this research is to learn about the storage networking industry and its important role in the near future of computers.  Additionally, the major storage networking protocols will be analyzed, the use of TCP/IP Offload Engines will be investigated, and the SCSI and Fibre Channel protocols will be discussed.
3.   The Role of Storage Networking

In the computer industry, the latest and greatest technologies are quickly replaced by even better technologies.  As technology continues to evolve, one thing is certain -- the need for storage will increase.  Consumers are craving storage for their portable music players, digital video recorders, cell phones, and soon, their automobiles will be equipped with hard drives.  The demand for storage networking, too, will increase in the future.  
As demand increases, the number of storage networking technologies to choose from will also rise.  Today’s newest storage networking standards will pave the road that storage networks navigate in the future.  Currently, three emerging technologies in the storage networking realm are iSCSI, FCIP, and iFCP.  These protocols allow for storage area networks which are more intelligent and robust than ever before.  As a result, SAN’s are able to handle a wider range of customer requirements.  The introduction of these new technologies is mutually beneficial for both vendors and customers, giving vendors the ability to develop a broader variety of products, and enabling customers to select a SAN that best aligns with their requirements and needs.
Storage networking can no longer be thought of as just Fibre Channel, but rather as a mixture of a number of different networking protocols that satisfy customers’ varying requirements over time.  Sometimes, a combination of networking protocols may best meet a customer’s needs.  Having a variety of choices will provide customers with many advantages when designing new storage networks, however, customers would be wise to spend more time researching the varying options and evaluating their long-term storage networking strategies.  It is likely that new protocols such as iSCSI, FCIP, and iFCP will offer significant opportunities for customers to select the best network to support business requirements.

Undoubtedly, as more storage becomes network-based, the need to create storage networks that are simple to install and manage will only become more critical.  From a vendor’s perspective, it will be imperative to make management easier through the use of advanced tools that assist with setup, monitoring, and mechanization of storage network management tasks.  Additionally, even though iSCSI possesses some major obstacles that it must overcome to be successful, it can indeed extend the storage network market into smaller and mid-level-sized businesses that have been cast aside during the first wave of SAN models.  If iSCSI doesn’t take off as the latest, greatest technology, perhaps FCIP or iFCP will emerge as the leading storage networking protocol.
Finally, the evolving storage networking market offers new challenges for vendors to produce products that are interoperable, both within the same types of network protocols and also between multiple network protocols.  If history is any indication, emerging technology won’t be implemented in the latest business solutions unless it is more convenient, simpler, and more lucrative than the traditional method.  Until customers see noticeable advantages in utilizing a new technology, iSCSI, FCIP, and iFCP will be limited in the short term to backers willing to take a calculated risk on a new protocol.  Fortunately for the emerging protocols, a key factor is already in place for these technologies to succeed.  A group of large companies, Cisco among them, is supporting iSCSI and FCIP.  It should be noted that iFCP is a newer protocol that may receive a favorable following given time, it’s just that it hasn’t happened yet.  That being said, it is highly plausible that these three protocols will pull storage networking into untapped markets [4].
4.   Storage Area Networks
4.1   Overview
A SAN is a high-speed network that connects servers and storage devices.  A SAN is sometimes referred to as “the network behind the servers.”  It allows any component to be connected to any other component in the network, giving it an advantage over point-to-point systems that require a dedicated connection between a server and storage device.  Components include routers, gateways, hubs, switches, and directors.  In a SAN, there is no restriction to the amount of data that a server can access, whereas a dedicated connection between a server and storage is limited by the number of storage devices that can be attached to the individual server.  By incorporating the flexibility of networking, a SAN allows one or more servers to share a common storage unit, which can be made up of many different storage devices, such as tape and disk drives.  Yet another benefit of a SAN is that it can be local, or can be extended over vast physical distances.
By creating new processes for attaching storage to servers, SANs have contributed great performance and availability improvements to the computer storage realm.  Currently, SANs are used to attach shared storage arrays and tape libraries to multiple servers.  Clustered servers implement storage area networks for failover operations.  A SAN’s ability to mix open systems and mainframe traffic is another nice feature. 

A SAN can be used to skip over traditional network bottlenecks by initiating direct, high-speed data transfers between the servers and the storage devices.  Methods for doing this include: 
· Server to storage: This is the customary model of communication with storage devices.  The advantage with this method is that the given storage device can be accessed in sequence or in parallel by various servers.  
· Server to server: This method allows a SAN to be used for high-speed, high-volume data exchanges between servers.  
· Storage to storage: Enabling data to be moved without server intervention frees up server processor cycles for other activities, namely application processing. Examples include a disk device backing up its data on a tape device without server interruption, or remote device mirroring across the SAN.
4.2 Benefits

Storage area networks offer substantial performance, scalability, flexibility, protection, and centralized data management benefits as compared to direct sever-attached storage systems [3].  The most important advantages of a SAN over a point-to-point storage system include: 
· Improvements to application availability: Data storage in a SAN is independent of applications and reachable through numerous data paths, which increases dependability, serviceability, and accessibility.  
· Higher application performance: Storage processing in a SAN is off-loaded from servers and moved onto a different sub-network [5].  
· Consolidated and centralized storage: Consolidating and centrally manag​ing the data and storage devices maximizes the use and efficiency of SAN resources.  SANs permit an enterprise-class storage arrangement to be accessed by multiple servers, whose aggregate processing abilities can fully utilize the storage limit.  Furthermore, accessing servers by way of the storage network gets rid of performance bottlenecks at the server, allowing for complete utilization of the performance potential of a large storage array.  As a result, SANs are easier to manage and scale.  Furthermore, this storage architecture improves both network flexibility and availability [3,5].  
· Data transfer and jumping to remote sites: A SAN’s ability to provide remote copies of data strengthens its protection against any malevolent attacks [5].  
· Simplified centralized management: Management of a storage area network is greatly simplified since only a single image of storage media is necessary.  As SANs move toward open, multi-vendor, diverse operat​ing system environments that contribute scalability and performance advantages, it becomes increasingly important to simplify management [3,5].
Even though implementations differ greatly from one model to the next, all SANs possess a set of com​mon characteristics which distinguish them from their predecessor (the point-to-point server-attached method of storage) [3].
5.   SCSI
SCSI is a standard interface and command set for sending data between devices on both internal and external computer buses.  Most often, SCSI is used for hard disks and tape storage devices, but can also connect a high variety of other devices, such as printers, scanners, CD-ROM and DVD drives, and CD burners.  Conveniently, the entire SCSI standard promotes device independence, meaning that SCSI can operate with any type of computer hardware [6].

The SCSI protocol is used by operating systems for input/output communications with storage devices.   In a SCSI environment, communication takes place between an initiator and a target.  A SCSI command is sent from the initiator to the target in large segments of data, called “blocks”, normally in parallel over a physical interconnect of high-density copper cables.  All bits must reach the end of the cable at the same time since SCSI is transmitted in parallel.  Accounting for signal strength and jitter, the initiator and target in a SCSI system can’t be more than 20 meters apart.  Upon receiving the SCSI command, the target then sends a response message to the initiator [6,7].
Since SCSI’s standardization in 1986, it has been implemented in many Apple Macintosh and Sun Microsystems products.  On the other hand, SCSI has never been prevalent in the IBM PCs, owing to the lower cost and comparable performance of the ATA hard disk protocol.  The development of technologies such as FireWire, USB, and Attachment Packet Interface (ATAPI) made SCSI a relatively inferior option on PCs because of its high cost and greater complexity.

In today’s market, SCSI is a great technology for high-performance workstations, servers, and high-end peripherals, not to mention RAID arrays, which almost always use SCSI hard disks.  However, desktop computers and laptops normally favor the ATA/IDE or the newer SATA interfaces for their hard disks, and external devices prefer USB or FireWire connections over SCSI [6].
6.   Fibre Channel 

Fibre Channel has long been the number one standard for SANs thanks to its lofty performance, reliable connectivity, and its ability to maintain block-oriented storage protocols.  Currently, Fibre Channel presents unmatched performance ratings and efficiency in the storage networking market.  The proof is in the numbers.  Theoretically, 2Gb/s Fibre Channel can support up to 200MB/s bandwidth on a single link with full duplex transfer.  It is important to note that the actual throughput has been measured at 195MB/s, while occupying less than ten percent of the server’s CPU.

Displaying the characteristics of a channel architecture, the Fibre Channel networking protocol performs most of its protocol processing in the hardware—including flow control, protocol phase execution, segmentation and re-assembly, and error handling.  Fibre Channel’s method of handling of block-level data results in a very efficient transfer of great amounts of data with minimal intervention on the server’s part.  Another benefit of Fibre Channel is its implementation of a highly efficient storage interface to the operating system, allowing for use of HBAs to supply I/O processing.  All of these attributes lead to the following unique advantages: latency is dramatically reduced, actual throughput rises, and the amount of CPU overhead diminishes while eliminating the need for intricate software protocols to direct congestion and other actions [3].
The Fibre Channel standard operates at 1 gigabit per second, 2 Gbit/s and 4 Gbit/s. An 8 Gbit/s standard is in the development process.  Additionally, a 10 Gbit/s standard has been ratified; however, no products are available at this time.  All FC products which perform at speeds of 8 Gbit/s or slower are interoperable.  Unfortunately, the 10 Gbit/s products require a complete overhaul of the system.  FC is a high-speed network protocol used primarily in storage networks. Fibre Channel is standardized in the T11 Technical Committee of the InterNational Committee for Information Technology Standards (INCITS), a standards committee accredited by the American National Standard Institute (ANSI).  Originally designed for use in supercomputers, Fibre Channel has become the principle connection type for enterprise-level storage area networks.  Fibre Channel signals can be used with either twisted-pair copper wires or fiber optic cables [8].
The three main Fibre Channel topologies are:
· Point-to-Point (FC-P2P). Two devices are connected back to back. This topology is by far the simplest, although it has very limited connectivity. 

· Arbitrated Loop (FC-AL). In this design, all devices are arranged in a loop or ring.  Whenever a device is added or removed from the loop, all current operations on the loop are interrupted.  When one of the storage devices fails, it causes a break in the loop.  Fortunately, Fibre Channel hubs exist so that multiple devices can be connected together and failed drives can be excluded from the loop.  Another way of establishing a loop is to cable each port to the next one in the ring.  Usually, an arbitrated loop between two ports will negotiate to become a P2P connection, although the standard doesn’t require this. 

· Switched Fabric (FC-SW). In this implementation, all devices or loops of devices are connected to Fibre Channel switches, in a similar manner to Ethernet models.  The switches control the state of the fabric and provide optimization.  The drawback of this method is that the switches have very limited security [8]. 
7.   Emerging storage networking protocols

Providing both wide area and universal access, simplifying storage networking with more robust levels of bandwidth performance, and increasing the data that is offloaded to a server separate from the main CPU needed for I/O processing are the primary challenges to the storage networking industry.  Not coincidentally, fresh networking protocols are designed specifically to meet and exceed these needs.  Fibre Channel over IP and Internet SCSI are two of the most promising emerging storage networking standards.  Both protocols aim to transfer block-level data over IP networks, while simultaneously utilizing the big installed foundation of IP networking infrastructures for remote data access.
Today, most Fibre Channel-based SANs operate at 1Gb/s and 2Gb/s data transfer rates.  Both the Fibre Channel industry and the IP networking industry are developing 4Gb/s and 10Gb/s technologies that will be available for use in servers as a network connection very soon.  Both of these technologies will implement the same optical lasers, cabling, electronic components, and connectors, and will profit similarly from the flatter cost curve resulting from the increased amount of production.

Not only will these protocols provide quicker I/O connections and more resourceful server CPU utilization, but storage networking will also be able to employ the advances being made in storage network management.  Storage management services, such as data security, quality of service, capacity and performance scheduling, and optimization are crucial to providing global access to storage networks.  On a similar note, both iSCSI and Fibre Channel will benefit from the availability of IT professionals trained in storage network management and organization.  Together, Fibre Channel and iSCSI will lead more users to access storage [3]. 
7.1   Overview of iSCSI

The iSCSI protocol uses TCP/IP to transfer its data.  Unlike the Fibre Channel network storage protocol, iSCSI only requires an Ethernet interface in order to operate.  Advantageously, iSCSI is much cheaper to implement than using Fibre Channel switches.  The advantage Fibre Channel has over iSCSI is better performance, because the iSCSI protocol includes TCP/IP overhead during the data transfer between the client and the server [9].  The basic setup of an IP network using iSCSI devices is shown in Figure 1 below.
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Figure 7-1. IP network with iSCSI devices
iSCSI, developed by the Internet Engineering Task Force (IETF), is an Internet Protocol (IP)-based storage networking standard for linking data storage facilities.  iSCSI carries SCSI commands over IP networks, and is used to facilitate data transfers over intranets and to handle storage over long distances. The iSCSI protocol is an important technology expected to help the SAN market grow very quickly by improving the performance and capabilities of storage data transmission.  Owing to the abundance of IP networks, iSCSI can be used to send data over local area networks, wide area networks (WANs), or the Internet and can enable location-independent data retrieval and storage, which Fibre Channel can’t do [10].

Internet SCSI facilitates the implementation of IP-based storage area networks, allowing customers to use the same networking technologies for both data and storage networks. Since it uses TCP/IP, iSCSI is also well equipped to run over nearly any type of physical network.  iSCSI will lower the costs of installing networked storage, as compared to Fibre Channel-based storage networks, and increase the potential storage market by eliminating the need for a second networking technology that is storage-specific [11]. 
7.1.1 How iSCSI works

Whenever an end user or an application submits a request, the operating system generates the corresponding SCSI commands and data request, which get encapsulated and, possibly, encrypted.  A packet header is added to each of the resulting IP packets being transmitted over an Ethernet connection. Once a packet is received, it is decrypted (if it was encrypted) and partitioned into two parts, separating the SCSI commands from the request.  The SCSI commands get sent on to the SCSI controller, and then to the SCSI storage device. Since iSCSI is bi-directional, the protocol is also used to return data in response to the original request.
Unlike iSCSI, the other main approach to storage data transmission over IP networks, FCIP, has to translate Fibre Channel control codes and data into IP packets before they can be sent throughout physically distant Fibre Channel SANs.  An important advantage of iSCSI is that it while it can run over existing Ethernet networks, FCIP can only be used in conjunction with Fibre Channel technology [10]. 
Several iSCSI products have been announced for availability, including iSCSI Host Bus Adapters (HBAs) and iSCSI-to-Fibre Channel storage routers.  When connected to a Fibre Channel switch, storage routers will allow block-level storage traffic to be accessed from a SAN over an IP network.  The iSCSI concept can be expanded to practically generate a storage network by using any network-connected device.  By communicating with the operating system via the storage interface, iSCSI allows the HBAs to provide I/O processing to offload the server CPU [3].
7.1.2   TCP/IP Offload Engines

The overhead of TCP/IP processing is the major deterrent to iSCSI storage networks.  Very recently, the TCP/IP Offload Engine (TOE) has emerged as a viable solution to boosting the performance of Ethernet systems, including iSCSI.  The TOE is a modern technology that is gaining popularity in high-speed Ethernet systems as a way of optimizing throughput by moving TCP/IP processing to a dedicated sub-system separate from the main host CPU [12,13].  The components of the TOE are incorporated into one of the printed circuit boards, such as the host bus adapter or the network interface card (NIC) [13].
Since TCP is a connection-oriented protocol, it adds to the processing overhead in a variety of ways.  In an iSCSI SAN, establishing a connection via a three-way handshake results in a number of messages passing between the initiator and the target before any data flows between the two endpoints.  Similarly, terminating a connection uses, at most, a four-way handshake.  Acknowledging that packets reached the target increases the message traffic and thus the protocol load.  Additionally, checksum and other calculations are a burden on the CPU.
One of the benefits of TOE is architectural.  Most end point hosts are PCI bus based, but PCI inefficiently transfers small bursts of data from host memory across the bus to the network interface integrated circuits.  The efficiency increases as the data burst size increases.  Within the TCP protocol, a large amount of small packets are created on the host CPU and sent across the PCI bus and out the network physical interface.  Clearly, this negatively impacts the host computer I/O throughput.
To address this I/O inefficiency problem, a TOE solution is positioned on the other side of the PCI bus from the CPU host.  This allows the data to be sent across the PCI bus from the CPU host to the TOE using large data burst sizes, eliminating the small packets that slow performance [12].

Recently, the communication speed in Ethernet systems has improved more rapidly than computer processor speed, resulting in an input/output (I/O) bottleneck.  Since the processor is primarily designed for computing and not I/O, it can’t keep up with the data passing through the network.  Consequently, the TCP/IP processing rate is less than the speed of the network.  Fortunately, a TOE can solve this problem by offloading from the microprocessor and I/O subsystem [13].
7.1.2.1   How the TOE works

The TCP Offload Engine consists of specialized software and integrated hardware and requires considerable server resources.  TOE technology requires software extensions to existing TCP/IP stacks, which enable the use of hardware data planes employed on dedicated TOE network interface cards (TNIC). 
This specific software/hardware combination allows operating systems to offload all TCP/IP traffic to the specialized hardware on the TNIC, leaving TCP/IP control decisions on the server.  This approach, which is the preferred method of the majority of operating system vendors, is founded on a data-path offload architecture. 

Today, NICs process TCP/IP operations in software, which results in a significant amount of system overhead.  Making copies of data, processing interrupts and protocol processing are the three areas responsible for causing the most overhead. 

The sudden increase in the number of packet transactions generated per application network I/O results in high interrupt load on the servers.  In order to provide event notification, hardware interrupt lines are activated. 

As an example, a typical 64K bit/sec application write to a network results in 60 or more interrupt-generating events between the system and a typical NIC that divides the data into Ethernet packets and processes the incoming acknowledgement messages.  A situation like this causes substantial protocol-processing overhead and high interrupt rates.  Although it is possible to reduce interrupts in operation systems containing an interrupt aggregation feature, the related event processing for each server-to-NIC transaction will still exist.
This is where a TNIC comes in.  A TNIC noticeably reduces the network transaction load on the system by altering the system transaction model from one event per Ethernet packet to one event per application network I/O.  The 64K bit/sec application write becomes one data-path offload event, shifting all packet processing to the TNIC and eliminating interrupt load from the host.  A TNIC is most beneficial when each application network I/O is converted to multiple packets on the wire, which is a regular traffic pattern.
Customary NICs integrate hardware checksum ability and software improvements to eliminate transmit-data copies, yet they can't eliminate receive-data copies which chew up substantial processor cycles.  A NIC has to buffer the packets it receives on the system so that the packets can be processed and corresponding data can be paired with a TCP connection.  Following that, the receiving target must link the unsolicited TCP data with the matching application and copy the data from the system buffers to the target memory location.
Since a TNIC performs protocol processing locally before it places data on the system, it may employ zero-copy algorithms to store data directly in application buffers, which has the benefit of bypassing intermediate host-side buffering and the subsequent receive-data copies, which increase overhead.
TNICs significantly diminish system overhead associated with transporting data.  According to recent benchmarks, replacing a NIC with a TNIC delivers the equivalent of twice the number of processors in file servers and systems with weighty content-delivery requests.  When it comes to footprint and power-conscious systems, TNICs use a tiny portion of the power of a corresponding NIC and microprocessor for a job such as filling Gigabit Ethernet pipes. 

To help administrators evaluate the performance difference between a TNIC and the traditional NIC in their particular network environment, TOE analysis tools are available to aid in analyzing system benefits before migrating from the NIC I/O version to the TNIC I/O version. 

As TNIC functionality is implemented into embedded systems, blade servers, and, sooner or later, desktop machines, OEMs and end users will marvel at and benefit from the efficiency of TNICs in offloading all TCP-based traffic from the main system [14].  Following is a diagram of how a TOE works:
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Figure 7-2. TCP Offload Engine

7.2   Fibre Channel over IP

Fibre Channel over IP is also known as “Fibre Channel tunneling” or “storage tunneling.”  Developed by the Internet Engineering Task Force (IETF), FCIP is an Internet Protocol (IP)-based storage networking technology.  FCIP components support the transmission of Fibre Channel information by tunneling data between SAN components over IP networks.  One benefit of FCIP is that it allows data sharing over a geographically distributed network [15].
Below is a Fibre Channel storage area network.  One or more servers can be linked to one or more storage systems. Each storage system could represent a Redundant Array of Inexpensive (or Independent) Disks (RAID), a tape library, a tape backup, a CD-ROM device, or “Just a Bunch of Disks” (JBOD).  Fibre Channel networks include several powerful features, namely:

· Shared storage among systems 

· Scalable network 
· Fast data access and backup
· Robust data integrity and reliability  
· High performance [16].
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Figure 7-3. Fibre Channel storage area network
FCIP allows the transmission of Fibre Channel data to be tunnelled through the IP network.  One advantage of this technology is that since most organizations already have an existing IP infrastructure, the attraction of being able to connect geographically distant SANs, for a relatively low cost, is gigantic. 

FCIP encapsulates Fibre Channel block data and then transports it over a TCP socket.   TCP/IP functions are necessary to set up connectivity between remote SANs.  In addition, TCP/IP services are responsible for any congestion control and management, as well as data error and data loss recovery, all the while without disrupting FC fabric operations.  It is important to note that FCIP does not replace FC with IP, but rather it permits deployments of FC fabrics through its use of IP tunneling [17]. 
The IETF standards organization is currently designing specifications which enable the transport of Fibre Channel data over IP networks that would permit remote data hubs to be attached across a wide area network.  An emerging technology in development, FCIP enables Fibre Channel frames to be encapsulated in TCP packets that are then transmitted over the IP network.  This protocol expands upon the benefits of a Fibre Channel SAN across the WAN over IP networks [3].

7.3   iFCP

            Another emerging Internet storage protocol is Internet Fibre Channel Protocol (iFCP), which, of course, is a derivation of FCIP.  iFCP is a means for passing data to and from Fibre Channel storage devices in a SAN, or by using TCP/IP in an Internet environment. 
To improve upon FCIP, iFCP contains the ability to integrate existing Fibre Channel and SCSI networks into the Internet.  iFCP can be implemented in conjunction with existing Fibre Channel protocols, one of which is FCIP, or it can replace them completely.  In contrast to FCIP, which is a tunneled protocol, iFCP is a routed Fibre Channel protocol. 

The demand for iFCP comes from customers who have a wide variety of FC devices that they wish to connect to an IP network.  Conveniently, iFCP can meet this demand. Additional benefits of iFCP are its capability to combine FC SANs with IP networks, and to permit end users to replace a SAN with a TCP/IP network. 

iFCP is a gateway-to-gateway protocol, as opposed to simply packaging up FC block data.  In an iFCP setting, gateway devices are the midpoint between the FC initiators and target devices.  Because the gateway devices can either be used in parallel with or take the place of the current FC framework, iFCP is the preferred protocol when the need arises to convert from a Fibre Channel SAN to an IP SAN, or to update the configuration to allow a combination of both types of networks [18].
8.   Conclusion
The combination of Fibre Channel, iSCSI and FCIP technologies lay the foundation for universal data storage access, in which stored data can be managed worldwide and transported both effectively and efficiently.  At this time, Fibre Channel is still the best choice for established, highly available storage networks.  It is iSCSI, however, that has the potential to provide wide area access to storage networks for remote access and backup applications thanks to the ratification of emerging standards.  Where does that leave FCIP?  Well, FCIP has the capability to bridge SANs across the WAN.  Over the long haul, the blend of iSCSI and Fibre Channel promises to grant universal access to data stored in data centers or virtual distributed high-speed storage networks [3].

The future of storage area networks may rely on iSCSI, FCIP, and iFCP or it may be based on some other as-of-yet-unheard-of protocol.  Either way, the storage area networks of today are in strong position to meet the varying needs of customers.  As the storage market expands, it will be interesting to follow the evolution of storage networking protocols.  How different will the future networking protocols be from iSCSI, FCIP, and iFCP?
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