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I. Introduction

In the past, small-to mid-sized organizations had two choices when it came to providing computer services to its users. They could either pay large amounts of money for improving or upgrading their systems to correlate with their user base, or pay large amounts of money to other companies that would perform that service for them. They needed a way to split up the logical division of user access, data storage, and application services that would also provide them with a means to have inexpensive upgrades, seamless failover solutions, scalability, and multi-tier layer abstraction. This led to the natural solution of server clustering at the so-called “middle tier” of the multi-tier server architecture.
This paper will discuss, in some detail, multiple aspects of current server cluster technology. We will move from the abstract to the more specific, providing a general overview and definition, a discussion of several different techniques, and then a couple of more specific applications. Finally we will provide our conclusions about the state of current server clustering technology, and the techniques used to achieve it.

II.       What is a cluster?
A cluster is a group of servers that can transparently run applications as if they were a single server. Clusters are used to achieve high availability, failover capabilities, and scalability for mission critical applications.  Each component must have some redundancy capability. If any machine in a cluster fails, another machine can transparently take over, thereby minimizing adverse performance problems for the user or group of users.
III.  Implementation techniques:

Clusters have been implemented by many vendors.  Each vendor uses a different technique and implementation.  This section will discuss HP Bluestone, HP TruCluster, Sybase Enterprise Application Server 3.6, SilverStream Application Server 3.7, and BEA WebLogic Server 6.0, each of which is a software implementation for clusterability.  
The three main types of cluster implementations are called independent, centralized, and shared global. HP Bluestone falls into the independent category. Sybase Enterprise Application Server implements the centralized cluster method, and BEA WebLogic implements the shared global method.  
In independent cluster methods, the member servers are not aware of the other members in the cluster.  When a server fails, redundancy is achieved by a third service that knows the structure of the cluster.  This service then manages to get redundancy from other components in the cluster. The strength of the independent cluster implementation is the ability to achieve scalability without much difficulty. Because the cluster servers are independent of each other, it takes less time to form the cluster.  For the same reasons, this type of implementation presents the weakness of availability.  Sometimes it requires the system administrators to manually tell the cluster what to do.  A third service that understands where everything is in the cluster becomes the single point of failure.
Sybase Enterprise Application Server falls under the centralized implementation. The clusters rely on CORBA's CosNaming service for JNDI.  The Name servers keep track of which servers are up. This method presents the same weakness as the independent method. The name servers can become the single points of failure.  
The cluster could be come useless when the naming servers are not functioning. To reduce this potential problem, the number of name servers can be redundant. However, another problem arises from bringing an additional name server online in the event of a failure of all of the cluster's original name servers.  Every active member in the cluster is then required to know about this new name server.  Although it is achievable, the process can prolong the recovery time of the cluster. 
The centralized method can also expand over time to update the cluster as the cluster grows in size. For example, if more name servers must be added for scalability, this could be accomplished using this method. In the particular implementation of Sybase Enterprise Application, a ratio of ten to one is recommended. That is, there needs to be one name server for every ten cluster members. Use of this method is, however, an improvement from the independent method in our opinion
The last method of implementation is global sharing. BEA WebLogic and HP TruCluster software implement a shared global technique. In this method, when a server in the cluster starts up it announces its existence to other servers in the cluster through Internet Protocol multicast. The cluster members know about one another. The information is presented globally in the cluster and locally in each machine. This method allows the generated home and remote stubs to failover and provides instant processing. 
Due to the heavy initial network traffic generated when the cluster servers start up, this implementation generally takes longer to form compared to the independent method. On the other hand, this implementation eliminates the use of a dedicated name server.  The other advantage is that in the event of one or more machines in the cluster experiences failures, the other members continue to function.  Because every machine in the cluster knows about each other, the time it takes to do a remote lookup is shorter.  In the centralized method, the server has to request the name server.  Here it only takes one single network call for a remote lookup. 

Storage Consideration:

There are two types of clusters: shared-nothing and shared-disk. 
In the shared-nothing cluster, each cluster server has its own filesystem with its own copy of applications running in the cluster. Application updates and enhancements require updates in every node in the cluster. In this configuration, it can be a lot of work during maintenance events such as code pushes and when updates are released. 

In the shared-disk cluster technology, a single storage system is used by all cluster servers use to obtain the applications running in the cluster. Updates occur in one filesystem and all machines in the cluster can access the changes. A Storage Area Network provides solutions to the problem of a single point of failure at the shared-disks level by using redundancy.
IV. HP TRUCLUSTER SOFTWARE
This section describes Tru64 Unix’s TruCluster main components and how they all work together to form one cluster. These main components include the hardware, the cluster file system, the Device request dispatcher and the cluster alias component. 

Clusterwide File System

All members share a clusterwide namespace for files and directories.  This includes a single root filesystem.  The clusterwide file system (CFS) and the device request dispatcher (DRD) are part of the TruCluster Server technologies that provide the namespace. The cluster filesystem makes sure that all members in the cluster have the same view of file systems directly attached to the cluster.  The clients then view the cluster members as a single entity using a cluster alias.
There is also a connection manager that enforces the rules of cluster membership.  Processing and I/O occur when a majority of votes are present in the cluster.  Votes are contributed to the cluster by the cluster members and by the quorum disk (if one is configured).  TruCluster Server allows highly available applications that can access disk data from any member of the cluster. It also runs the components of the distributed applications in parallel.

Figure 1 shows the hardware configuration of a two node cluster:

[image: image8.png]Without Cluster Allas

With Cluster Alias
ZKA4T U4



 

                  Figure 1  Two-Node Configurations with BA356 Storage Units and Dual SCSI Buses
Hardware configuration components:
There are many possible configurations.  A TruCluster cluster can consist of anywhere from two to eight member systems, more than one cluster interconnect, and shared SCSI buses with different storage devices attached to the buses. Figure 1 above shows the hardware components in a two member system. This configuration is designed for redundancy.  It consists of two cluster members.  Each member has two host bus adapters (used to convert scsi to fibre).  The host bus adapters are connected to shared storage devices on the Storage Area Network.  Multiple storage subsystems are also designed for redundancy.  At the disk level, the use of mirroring disks can be utilized for maximum data protection in case of catastrophic failures.
The architecture




Figure 2
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Figure 2 demonstrates the storage software layering in a cluster.  Above the hardware level, the device dispatcher (DRD) plays the role of a controller of all I/O to physical devices and makes disks available to all cluster members. The layer right above that is the filesystem layer which can be traditional ufs or any other type of file system.  In Tru64 UNIX, the advanced file system (ADVFS) is used.  Logical Storage Manager (LSM) is optional.  LSM is used for device management.
How does TruCluster Server achieve its high availability? It is all possible because of the following components:


Connection Manager
Connection manager is a kernel component that monitors whether cluster members can communicate with each other, and enforces the rules of cluster membership. The connection manager: 

· Forms a cluster, adds members to a cluster, and removes       members from a cluster 

· Tracks which members in a cluster are active 

· Maintains a cluster membership list that is consistent on all cluster members 

· Provides timely notification of membership changes using Event Manager (EVM) events 

· Detects and handles possible cluster partitions 

An instance of the connection manager runs on each cluster member. These instances maintain contact with each other, sharing information such as the cluster's membership list. The connection manager uses a three-phase commit protocol to ensure that all members have a consistent view of the cluster. 

http://h30097.www3.hp.com/docs/base_doc/DOCUMENTATION/V51B_HTML/ARHGWETE/TITLE.HTM
Quorum
The use of quorum is for greater availability. When a cluster is up and functioning properly, each cluster member has a vote, plus the vote of a quorum disk if present. This way when any node goes down, the cluster still maintains enough votes to stay active.
Cluster Alias

TruCluster implements the cluster alias concept.  It is an IP address that makes some or all of the systems in a cluster look like a single system to TCP and User UDP applications The following figure shows how a network client views the systems in a cluster with and without a cluster alias. If a member of an alias is not available, the cluster will not send packets to that member, and instead routes packets to active members of that alias. The alias is available as long as one member of an alias is active.
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Cluster Application Availability 
The cluster application availability (CAA) in Tru64 Unix provides high availability for single-instance applications (ones that run on a single member of a cluster, and cannot be run on more than one member at a time).  It can also provide the capability to monitor applications, and the state of resources.  These resources include things such as network interfaces and tape devices. The implementation of CAA is not within the scope of this paper.  However, we should list the components of CAA.  They include CAA resources, resource profiles and action scripts. 
Resources are any hardware or cluster software components that can be of service to the applications. An action script is a set of commands used by CAA commands to manage applications and other resources. These profiles describe their resource requirements and the circumstances under which it can be relocated to another cluster member. CAA also monitors resources so that it can restart application resources that have gone off line due to a resource failure. CAA can periodically examine the allocation of resources.  Load balancing can be achieved using CAA either automatically or manually by the system administrator. This feature is highly desirable if optimal performance is critical. 
.

V. Windows Server 2003

There are many similarities between how TruCluster software and Windows Server 2003 accomplish their cluster architecture. Similarities include number of supported systems (8), basic filesystem constraints, central management techniques, and use of a quorum and quorum support for failover capability and consistency. In addition, both systems operate on the shared-nothing model of clustering mechanisms. The actual implementations, however, vary quite a bit.

Windows Server 2003 has several different basic package configurations which are tailored to the different needs of several levels of customer needs. It includes 2 mechanisms to provide a full compliment of cluster services. These are MSCS (Microsoft Clustering Service), and NLB (Network Load Balancing). In order to provide the different functionality of cluster resources, it uses what are called Resource DLL’s. The basic management model is shown below, in figure 4.
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Figure 4 – Cluster Service Management Design

In terms of how the entire system gets ‘plugged in’ to a hardware architecture, there are many details that are nebulous to the current context, but a diagram is included below to show the basic logical interfaces with other system components. Figure 5 shows some of these details.
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Figure 5 – Software relationship to Hardware
Failover

Failover service is implemented via one of two different mechanisms. 

· A heartbeat mechanism (similar to that used in LVS system)

· The built-in Resource Monitor and resource DLL’s
It is interesting to note that one of the statements included in the documentation is “Server clusters enable high availability, but do not provide application fault tolerance, unless the application itself supports fault-tolerant transaction behavior.” Developers are clearly encouraged to develop applications that provide this service and are also cluster-aware.

Improvements from previous versions

Windows Server 2003 has many, many improvements over the previous server clustering product (Windows 2000 Advanced Server). These improvements are made in many different areas from new chip architecture support and cluster size improvements to ease of installation and scripting. See Microsoft’s ClusteringOverview document for a full list of all performance upgrades and enhancements.

VI.      Conclusion

This paper defined the different methods of implementing cluster software.  We studied in detail the implementation of the Tru64 TruCluster software and the Microsoft Windows 2003 Server.  We came away with the conclusion that The Windows 2003 software maybe more user friendly than the TruCluster software. However it seems that The TruCluster server is more reliable in term of disaster tolerance and availability.   
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