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What is localization?

Localization is a vary broadly used capability that is required in several application domains including ubiquitous computing, robotics, virtual reality and military planning. Each of these have different set of goals and constraints in terms of accuracy, infrastructure, deployment time, instrumentation, power consumption etc.

For example, Microsoft’s RADAR is optimized for convenience whereas AT&T’s Active Bats is optimized for high precision. Neither system encompasses the other application domain and, furthermore, neither system could use GPS, which is optimized for coarse-grained resolution outdoors. Unfortunately, localization is hard in the sense that each application domain has typically required a new system to be built from ground up.

A good localization solution has the following requirements. First, it must be scalable and distributed. Second, a solution has to be tolerant to errors in the distance measurement. (Errors will be present in the distance measurements due to the difficulty of accurately measuring distance in environments with multi-path reflections.) Third, the solution must converge to accurate location estimates in many different and time-varying environments with constrained communication and computation resources. In other words, a robust solution is required.

The Calamari project aims to give each sensor node in an ad-hoc wireless network an (x,y) coordinate with respect to some known coordinate system.

The existing localization systems have been optimized for precision at the cost of infrastructure, power and deployment time. But this is exactly the trade-off not possible in case of sensor networks. Nevertheless, in sensor networks, the exact position of a particular sensor node is usually not necessary, since spatial frequency of most physical phenomena, such as temperature fluctuation, is very low. Hence Calamari aspires to design a localization system that is optimized for deployment time, minimal infrastructure, maximum power efficiency, cost and scalability.

Localization for Sensor Networks

In this section we will explore four existing localization systems in terms of the goals

and constraints of sensor networks, as listed in the previous section. As we will see, very simple differences in application constraints for each system have led to fundamentally different design approaches. Systems such as RADAR and Active Bats are not reviewed since they are clearly not designed for sensor networks
GPS

GPS was designed for global outdoor localization, which is useful for example in military

logistical operations. With this goal in mind, it was optimized for course-grained resolution, robustness, and minimal user instrumentation. This was achieved through a multi-million dollar satellite infrastructure that took years to build and deploy.

While one could argue that the power consumption of a GPS receiver is too high to run

on a sensor node, this is actually not a large concern for stationary nodes that only need to localize infrequently. In fact, single-chip GPS solutions have been developed and even integrated with the Mica sensor platform. A more pressing concern is that even the best GPS receivers do not claim more than 2-3 meter resolution and can see up to 10-20 meter error. GPS therefore does not meet the node-level resolution requirements of sensor networks, severely limiting the spatial frequencies that can be monitored with sensor networks.
CRICKET

MIT’s Cricket was designed for the context-aware, ubiquitous computing environment.

Such applications need fine-grained three-dimensional location and orientation information, so Cricket was optimized for centimeter-level resolution. This was achieved through the precise placement of acoustic beacons on the ceiling and walls of each room. The constraints of the ubiquitous computing environment, however, are very different from those of sensor networks. One strict constraint in ubiquitous computing is that user location information must be kept private. Cricket receivers therefore self-localize by passively listening to beacons, which are constantly emitted from the infrastructure. Passive receivers mean that the system is inherently not event-driven and, since each node must be in direct contact with at least four beacons, deployment is not scalable in the sense that an ad-hoc system would be. Since sensor networks have no privacy constraint, the infrastructural and power costs can be further optimized.
AHLoS
AHLoS, currently under development at UCLA, uses ultrasound technology similar to

cricket but does not contend with privacy constraints, allowing several developments in ad-hoc localization. This system is ad-hoc in the sense that each node uses its neighbors to estimate its own position. It is also fully distributed and functions both indoors and outdoors, satisfying many requirements of most sensor network applications.

The technology is currently being deployed in a “Smart Kindergarten” setting where children and toys can be tracked to high accuracy. In order to achieve the required spatial and temporal resolution, the Medusa node used with AHLoS requires an Atmel ARM Thumb processor, four ultrasound transmitters and four receivers. A real-time tracking application, however, is very different from a typical passive, long-duration stationary sensor network deployment. Sensor networks often require only node-level resolution and sensor nodes are typically stationary or move infrequently.

We can leverage these properties, specific to sensor networks, to further optimize the hardware, algorithmic complexity and computational costs while still satisfying the low-accuracy requirements of sensor networks.
Millibots
An interesting approach to localization is found in the robotics literature. Millibots is

a project at CMU devoted to designing teams of miniature robots. Many system constraints such as power, computation time and bandwidth are similar in these two problem domains. However, because Millibots are mobile it is reasonable to assume they all robots are within radio range of all other robots. They use a “leap-frog” approach to move as a group while ensuring that at least three robots serve as stationary beacons for the rest of the robots. This assumption has allowed a centralized approach to localization, where all computation is performed by a group leader. In sensor networks, on the other hand, we are interested in large ad-hoc deployments over vast areas where a centralized or leader approach would not be feasible.
Calamari Project - Overview

Let us now review Calamari: an ad-hoc localization system for sensor networks.
Calamari takes advantage of several unique properties of sensor networks that do not exist in the application domains of the four systems mentioned above. These include stationarity of node configuration, multiplicity of nodes, and node-level resolution requirements. These assumptions allow us to optimize the localization system down to a level that is feasible in the highly power-, computation-, and bandwidth-constrained environment of sensor networks. Calamari has three  main components: the ranging technology, the calibration procedure, and the localization algorithm. 

The ranging technology is a combination of radio signal strength and acoustic time of

flight, both of which have different error distributions and failure modes. In order to minimize the amount of hardware used, time of flight readings are taken using audible frequency range hardware which is very low power and small enough to fit easily on a sensor node. Because the devices are not optimized for ranging and because the frequency is ten times lower than the ultrasound hardware typically used in ranging, we pay a factor of approximately ten in error. However, as we will see this should still be sufficient to achieve the accuracy we need for sensor network applications.

While calibrating hardware can reduce ranging errors dramatically, calibrating each device can become tedious as networks grow to hundreds or thousands of nodes. Furthermore, unlike systems like GPS or Cricket where each node can be calibrated against the infrastructure, each node in an ad-hoc system like Calamari seemingly needs to be calibrated against every other node. Such pair-wise calibration takes time O(n2) where n is the number of nodes in the network. Calamari uses a parameter estimation technique to solve both of these problems at once by calibrating the network as a system instead of each node individually. Special ranging protocols are designed for the distributed management of calibration parameters.

Once all nodes have distance estimates to their neighbors, they must use that information

to estimate their own locations. While single-node multilateration can be reduced to a simple set of simultaneous linear equations, ad-hoc multilateration is a combinatorial problem to which there is as of yet no optimal algorithm. Calamari uses a variant of APS, an ad-hoc analog to GPS, which is a simple approximation to the true multilateration solution that scales well with network size. Calamari has suggested modifications that reduce error by 20-30%.

The Ranging Technology
The ranging technology is the heart of any localization system; its error characteristics

and failure modes often determine the design and applicability of the rest of the system. This section evaluates three different ranging technologies that can be used with Calamari: connectivity or hop-based measures, radio signal strength, and acoustic time of flight.

There are several features that make these three ranging technologies well-suited to sensor network localization. They can all give long-range estimates in roughly all directions, unlike some methods, such as infrared, which are directional. Furthermore, they all use small, cheap and low-power hardware that can be used by every single node. This allows a peer-to-peer localization strategy that cannot be had with technologies such as laser ranging or magnetic ranging. Finally, each of these techniques is extremely simple and does not overburden a sensor node or the network. 

In following section, each method is analyzed in terms of cost, range, error characteristics and failure modes. Notice that the error rates that we see in this section are for a known transmitter and receiver. 
Radio Connectivity and Hop-based Measures :
Many algorithms and theoretical results in ad-hoc networking and localization are based

on a disc approximation to radio connectivity . For example, work by L.Doherty and et al.  proved the existence of a phase transition in network connectivity when each node has an average of 4:5 neighbors. Work by L.Doherty and et al. has shown that the disc approximation allows one to frame ad-hoc localization as a convex optimization problem. Other work in distributed localization algorithms  implicitly use radio connectivity by estimating distances with hop counts. If radio connectivity were a good indicator of distance, it would be the cheapest and easiest ranging technique since it could just piggy-back on the network routing protocols.

There are many reasons, however, why a disc may be a bad approximation to radio connectivity. Asymmetries in the environment or in the antenna’s orientation or propagation model greatly affect radio connectivity. The world is rarely symmetrical and even small environmental factors can cause large deviation from a disc model.

One further problem with the disc approximation is that it requires a sharp division between pairs of nodes that are connected and those that are not. However, a rather large portion of the radio range actually exhibits a stochastic behavior where the radios are neither connected nor disconnected but rather have some probability of being connected. 
Radio Signal Strength :
Several localization systems have used received radio signal strength to estimate distance

between transmitter and receiver. Perhaps the most well known of these is RADAR  which uses existing 802.11 networks. Other commercial systems include PinPoint  and WhereNet which deploy specialized RF infrastructure. Recent research in ad-hoc localization using signal strength include SpotON and AHLoS . The current default radio protocol used with TinyOS  measures signal strength with each radio message sent. This section analyzes exactly how useful this information might be in localization.

It is well known that signal strength information is an unreliable indicator of distance in

complex indoor or urban environments due to obstacles and reflections. This is especially problematic because erroneous readings give no indication of being erroneous, causing heavy-tailed error distributions which are difficult to deal with. This does not, however, mean that signal strength is not applicable in sensor networks. Indeed, many sensor network applications are situated in ideal settings for measuring signal strength, e.g. outdoors. Furthermore, in less than ideal environments, signal strength can be used to corroborate measurements from other ranging technologies which might have different failure modes. Such multi-modal fusion for localization is being explored in several different literatures.
From the analysis presented in the paper[1], it appears that the maximum useful range of signal strength readings is about 15 feet, since data from 20 feet and above is almost indistinguishable.

On more handicap of using radio signal strength comes out of the paper [1] and that is radio signal strength cannot be used to track quickly moving objects very accurately. While this technology may therefore not be effective in some problem domains such as tracking, it is appropriate for sensor network applications in which nodes are typically stationary.

Acoustic Time of Flight :
Acoustic time of flight is a popular ranging technology with existing localization systems. Among these systems are AT&T’s Active Bats, MIT’s Cricket, UCLA’s AHLoS and many robotic systems, including CMU’s Millibots. All of these systems use ultrasound transceivers, which are small, low-power, cheap and highly accurate. This section discusses both ultrasound and audible-frequency ranging techniques.

Acoustic time of flight is measured in Calamari by simultaneously sending a radio message with an acoustic pulse. All radio messages in TinyOS are already time stamped with micro-second accuracy. When an acoustic pulse is received, it signals an interrupt on the processor that is also time stamped with micro-second accuracy. The only computational cost in obtaining a distance estimate is to subtract these time stamps and multiply the difference by the speed of sound. We will analyze the error of the distance estimates that emerge using two different acoustic ranges.
Ultrasound : The above technique was used with an ultrasound board designed for AHLoS [26] and used on the Mica mote. The board uses the Kobitone ultrasound transmitter/receiver pair. Since the error rates are lower than the size of the Mica node itself, this ranging technique is clearly capable of achieving node-level resolution with Calamari.
One problem, however, is that these transmitter/receivers are highly directional; the devices have a 120o cone of transmission, outside of which they cannot obtain a ranging estimate at all. Furthermore, ranging estimates degrade as the central axes of the transmitter and receiver deviate from each other. Unlike systems like Cricket that can assume transmitters are on the ceiling or walls, sensor nodes in our application may encounter other sensor nodes anywhere around them. Furthermore, since the node will not in general know its own orientation, it must be able to range in multiple directions in order to find its position.

One solution to this problem is to use many transmitter/receiver pairs. Indeed, another board is being designed for AHLoS which has four such pairs; it is able to estimate distance in almost any direction. This solution, however, essentially doubles the size of a sensor node; eight ultrasound casings are large enough to cover almost the entire surface area of the Mica mote, leaving little room for actual sensors. The Dot mote is barely large enough to even carry one transmitter/receiver pair. While ultrasound is a viable ranging technology for sensor networks when high accuracy is needed, the next section explores a solution that achieves poorer accuracy but also requires less hardware.

Audible Frequency : Very small, low-power, near-omni-directional transmitters and receivers can be found that use the audible frequency range. Calamari uses the Sirius PS14T40A and the Panasonic WM-62A microphone, whose band-passed output is wired to a National Semiconductor LMC567CM tone detector whose center frequency is set to about 4.5KHz. These three components are small and cheap enough that they are integrated directly into the Mica Sensorboard, which also carries a photo sensor, temperature sensor, accelerometer and magnetometer.

This comparison indicate that this technology is indeed able to achieve nodelevel resolution in Calamari; notice that ranging errors are always less than about 30% of the actual distance. Similar to radio signal strength, however, this hardware is highly variable and will need to be calibrated. One problem with this acoustic hardware is that the maximum range is not much greater than two meters, although this problem can be fixed with simple hardware modifications. For the moment, acoustic time of flight in the audible frequency range is the preferred ranging method because it is small, simple and will provide the necessary accuracy.

Calibration
The mass-produced, analog components used in Calamari provide a cheap, low-power solution but also introduce high variability between nodes, which often has as much effect on distance estimates as distance itself. Without calibration, ranging estimates in Calamari are nearly useless.

For example, a radio may transmit at up to twice the power of another radio, leading to

distance errors of up to 100%. Variations in transmitter frequency also affect the observed RSSI, which shows the RSSI values of one receiver as the transmission frequency was varied over the observed range of transmitter frequencies. The variations in acoustic hardware are similar. With all the different types of hardware variation, the distance estimates from two different transmitter/receiver pairs can vary by as much as 300%.
These figures are representative of the tradeoff between needing to heavily engineer a system and needing to heavily calibrate it. Calamari has sought to solve these calibration problems instead of adding extra specialized hardware, using expensive digital signal processing, or adding infrastructure. Unfortunately, traditional calibration is not an adequate solution, and Calamari sought the answer through using iterative, mean and joint calibration.

Calamari uses distributed management of calibration parameters through what we call a

piggy-backing protocol, where localization beacons are fundamentally tied to radio communication packets. When a node sends a radio packet, it optionally also sends an acoustic pulse. There are three advantages to this system. First, all radio messages are already time-stamped on arrival, giving us a foundation for TOF readings at no additional cost. Second, since the RF range is larger than the acoustic range, we don’t have beacon collision problems. If the beacon is accompanied by a radio packet, we can identify the source; if it is not, there must have been a packet collision and therefore potentially a beacon collision, so we ignore all acoustic information. The third advantage

to the piggy-backing protocol is that we do not have to worry about scheduling localization beacons.

We essentially hand the problem off to the wireless networking community; as they increase the throughput of wireless networks, we automatically see more efficient beacon scheduling. Notice that the corresponding disadvantage is that a communication-starved node is also location-starved.

Another benefit of using this piggy-backing protocol is efficient management of our calibration parameters. Each device maintains its own calibration parameters and sends them in the payload of each localization beacon along with its current position estimate. Storing the parameters in a distributed manner allows the network to change and grow dynamically with no overhead cost for management or infrastructure. Furthermore, each node can autonomously adjust its own calibration parameters over time, perhaps using techniques such as autocalibration.
The Localization Algorithm
The paper briefly explains the option of using centralized algorithms and review four existing distributed algorithms, all of which approximate the distance between a node and an anchor using a shortest-path technique.

This technique approximates the distance between two nodes to be the sum of the distances on the shortest path through the network between them. Each node uses the approximate multi-hop distance to the anchor nodes to estimate its own position.

Besides ranging errors, there are two new kinds of errors that the shortest-path technique

incurs. The first is caused by the fact that any process to find the shortest-path distance systematically prefers ranging estimates with negative errors. For this reason, multi-hop distance estimates can be much shorter than expected. The second type of error arises from non-convexities in the network, e.g. a hole in the network. Since shortest paths must go around this hole, many estimates may be much longer than the true distance.

After reviewing several existing algorithms, Calamari proposed using a variant of the Ad-hoc Positioning System (APS) that improves results between 20-30%. APS satisfies the design constraints that the algorithm must be simple, approximate and scalable. With this modification, it also satisfies the constraint that we achieve node-level resolution with the ranging errors.
Appendix A
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