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Abstract
Over the past few years, digital imaging technology has dramatically increased in popularity, due mainly to the availability of multimedia tools. Although there are many positive aspects to this increased popularity, there is also a negative side with increasing abuse of multimedia products, such as pirating of music, films and software, infringement of copyright and forgery of images. This paper addresses the later, the methods used in producing forgeries, techniques developed to protect digital images and techniques for authenticating digital images.
1 Introduction

The term digital multimedia data encompasses a broad range of technology, such as audio files, graphics, images, animation and video to name just a few. In many cases, there is the need to protect multimedia, for example, film and music companies wish to prevent piracy of their products which will result in lost revenue. As a result, various techniques have been developed to ensure authenticity and prevent copyright infringement.
An area that is receiving increasing attention is authentication of multimedia for the forensic field, such as would be used in criminal and insurance investigations and court proceedings. Multimedia in these fields tends to be photographic in nature and, the main concern is proving that the photographic images are authentic and have not been tampered with or modified in any way.

2 Image Tampering
Tampering with photographic images dates back almost to the time when permanent photographic images were first created. One of the earliest instigators of photographic image tampering was Vladimir Ilyich Lenin, who, for political reasons, instructed that certain individuals be removed from photographs (Figure 1) [1].
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Figure 1:
Lenin and Trotsky (left) and the result of photographic tampering (right) that removed, among others, Trotsky [1]

Manipulation of early photographic images was not an easy task, requiring a high level of technical expertise and specialized equipment. Alterations had to be made to the negatives, thus, if access could be obtained to the negatives, the authenticity or otherwise of the image could be determined by visual examination.
The advent of digital photography and advances in current multimedia technology has made the manipulation of images and hence the production of  convincing forgeries relatively easy. Anyone with access to a computer and software, such as Adobe Photoshop, some time and patience can create a forged image. Unfortunately, these advances have also made the detetcion of forgeries more challenging.
Images can be manipulated for many reasons, most of which are innocuous, such as those shown in Figure 2, which have obviously been altered. Such images are used to provide entertainment or for marketing of products. Other images are manipulated for more sinister reasons, such as deceiving the public (Figure 3) or even courts.
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Figure 2:
Obvious image manipulation for entertainment and advertising
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Figure 3:
Amusing or Deceiving (Left original image, right modified image)
3 Categories of Digital Image Tampering
Digital images can be manipulated in many different ways. Therefore, in order to be able to develop techniques for image tampering detection, it is necessary to understand the various manipulation techniques that are utilized. The most commonly used methods for creating forgeries are Enhancing, Compositing and Copy-Move/Retouching.
3.1 Enhancing

Image enhancement is any process which increases the image definition by improving contrast and/or definition or reduces noise. It is a manipulation technique which is frequently used in an innocuous manner to alter the contrast of an image where lighting conditions have not been ideal. However, it can equally be used to change the color of a vehicle involved in an accident, or make it appear that an accident took place under different weather conditions. An example of enhancing is shown in Figure 4, taken from a paper by Hany Farid [1].

3.2 Compositing

Compositing is perhaps the most significant of the image tampering techniques. A well known example of compositing is shown in Figure 5. In this technique, several different images can be combined to create a new image. One or more additional images are overlaid onto the original image, background pixels around the overlaid image(s) are removed, and pixels around the edge of the overlaid image(s) are retouched in order to match the original image. If done with care, the match cannot be visually detected.
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Figure 4:
An original image (top left) and the image enhanced to alter the color (top right), contrast (bottom left) and blur of the background cars (bottom right).
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Figure 5:
Example compositing of photographic images

3.3 Copy-Move

Copy-move is similar in its implementation to compositing. The difference between the two techniques is that in copy-move, a portion of the original image is copied and pasted into another part of the same image. This is generally done in order to conceal an object in the original image (Figure 6) [2]. Close examination of the image in Figure 6 reveals repeated use of foliage to conceal the second vehicle. 
The advertising and fashion industries are frequent users of copy-move, where the technique is commonly known as retouching. By copying regions of the original image and pasting into other areas, actors/actresses can be made to look younger by removing wrinkles/blemishes, replacing lost hair, or even removing unwanted features. 

It should be obvious that this type of image manipulation could have serious implications in court proceedings. Unscrupulous parties could make use of this technique to make injuries look better or worse, or even make a blood stain on an article look like a coffee stain or vice versa.
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Figure 6:
Example of Copy-Move Forgery

4 Multimedia Security Techniques

It should be apparent from the preceding discussion that, with care, convincing forgeries can be created with relative ease. So, how can we know if a photographic image has been tampered with, and are there ways in which we can prevent an image from being manipulated?

A variety of techniques have been developed to protect against copyright infringement and piracy and some of these techniques can be applied to photographic images. Probably the most commonly used technique is watermarking, although other techniques such as digital fingerprints/signatures can be used.

4.1 Digital Watermarking
Digital watermarks are used for a variety of reason, as mentioned above. As such, the requirements and properties of the watermark depend upon the specific application for which it is to be used. However, in all cases, the basic concept of digital watermarking of multimedia data is the same. The watermark is a low level signal which is placed directly in the original data.

In the past, research has primarily focused on fragile and robust watermarks [3]. The primary application for fragile watermarking is image authentication, where the objective is to determine whether or not an image has been tampered with or altered in any way. Ideally, it should also be possible to localize the portion of the image that has been modified [4]. The predominant applications for robust watermarks are copyright protection and content tracking. As such, robust watermarks must withstand any malicious attacks to remove them [4].

In this paper, we are concerned with watermarks for content authentication, so it would seem that fragile watermarks would be ideal. Unfortunately, fragile watermarks, although ideal at detecting any form of image modification are in fact too sensitive since they will classify lossy compression, cropping and rotation as attacks on the image.
In light of these problems, the focus of recent research has been on a third class of watermark known as semi-fragile (semi-robust) watermarks. Semi-fragile watermarks combine the characteristics of both fragile and robust watermarks. Semi-fragile watermarks, like their robust counterparts can allow non-malicious changes such as lossy compression, cropping and rotating. They can also detect malicious tampering and localize those regions [3].

Within each class of watermarking techniques there are many different implementations. A complete review of all of the techniques is beyond the scope of this paper. However, in order to provide some background, we attempt to highlight the basic ideas of the fragile and semi-fragile as they are applicable to the current discussion of image authentication.

4.1.1 Fragile Watermarks

As stated above, fragile watermarks are designed to detect even the slightest change in the image, down to pixel level [5]. Their ability to detect even the minor changes, with a very high probability, makes it almost impossible to create a convincing forgery.

Early fragile watermarking techniques utilized the least-significant bit (LSB) plane to hold the watermark.  A technique proposed by Walton [6] uses a checksum scheme on the gray levels of the image. He proposed adding all of the pixel bit depths in the image using an unsigned integer-summing variable equal to or exceeding the bit depth of the image pixels. The resulting single integer is then used to determine if any changes have been made to the image, since changes to any of the pixels will result in a change in the value of the single integer.

The value of the single integer can be embedded in the image and made to appear as part of the noise of the image. Authenticating the image is then achieved by calculating the single integer of the image, extracting the embedded checksum and comparing the two numbers.

Van Schyndel et al. [7] proposed two methods using the LSB to contain the watermark.  In both methods, the image is encoded on a line by line basis with m-sequences. In the first method, the m-sequences are embedded on the LSB of the image data. The second method is somewhat more complex since LSB addition is used for embedding the watermark.

Other fragile watermarking techniques were proposed by Wong [8] and Yeung and Mintzer [9].  In both of the proposed techniques, a secret key is used to generate a key dependent binary valued function. For grayscale images, the function maps integers from 0 to 255 to either 0 or 1. The binary function is then used to encode a binary logo which is embedded in the image. To extend this technique to color images, three binary functions must be generated one for each of the three color channels R, G and B. The difference between the two techniques is the actual method for embedding into the LSB, the method proposed by Yeung and Mintzer being more complex.

4.1.2 Semi-fragile/Semi-Robust Watermarks

As stated in the introduction to this section on digital watermarking, semi-fragile watermarks combine the characteristics of robust and fragile watermarks with the aim of being more tolerant to non-malicious changes. 
One proposed technique [10, 11] for semi-fragile watermarking involves dividing the image into small blocks and watermarking each block using a frequency based spread spectrum technique.

Once the image is divided into blocks, approximately 30 bits are extracted from each block and these are used to build a spread-spectrum noise-like signal. The spread spectrum signal is produced by generating a pseudo-random sequence for each block, adding these together and adjusting the result to a predefined standard deviation and zero mean. To insert the watermark into the image, the DCT of each block is calculated and the middle 30% of the DCT coefficients are changed by adding the spread spectrum signal previously generated.

Another technique proposed by Lin, Podilchik and Delp [3] is based on an extension of the one described above. Again the image is divided into blocks. The watermark is constructed in the DCT domain with pseudo-random zero-mean unit variance Gaussian numbers. Although the watermark in each block is different, the distribution of the watermarks is identical. Once the watermark has been constructed, the inverse DCT is taken. This results in a spatial domain watermark which is then embedded in the original image.
4.1.3 Self-embedding

One of the problems associated with images that have been tampered with is that the tampering invariably results in a loss of some of the information contained within the image.  The techniques described in the preceding sections focus purely on the detection and localization of image tampering. 

A self-embedding technique proposed by Fridrich and Goljan, [25], not only allows detection of areas that have been tampered with, but also recovery of missing information. 

The technique proposed has been developed for grayscale images, however, the authors indicate in their paper [25] that the technique can be extended to work with color images.  The technique is comprised of 3 steps. After initially dividing the image into 8 x 8 blocks, the “gray levels for each block are transformed into the interval [-127, 128] and the least significant bits of all of the pixels are set to zero”.  During the second step, DCT is used to transform all of the blocks into the frequency domain. This is followed by quantizing the first eleven coefficients (in zig-zag order) corresponding to a 50% quality JPEG. The quantized values obtained are then binary encoded. In the final step of the self-embedding process, the binary encoded values are encrypted and inserted into the least significant bit. 

In order to provide a better reconstruction of the original image, the algorithm described above was modified such that the original image content was encoded in two least significant bits.

4.2 Digital Fingerprinting

Digital signatures/fingerprints provide us with another way of authenticating images.  Digital signature/fingerprint based image authentication is based on the concept of digital signatures which utilizes the concept of public key encryption. It is possible to encrypt a hashed version of the image using a private key. The encrypted file provides a unique signature of the image. The authenticity of the image can then be confirmed by using a public key to decrypt the signature. If the hashes match then it can be said that the image is authentic.

As with watermarks for image authentication, a number of techniques have been developed for image authentication using digital signatures/fingerprints. In order to be able to authenticate the content of the image, the signature/fingerprint must contain data relating to the image content. A variety of different features in the image could potentially be used. These include color or intensity histograms, DCT coefficients and edge information.

 The content based digital signature proposed by Schneider and Chang [12] allows processing that does not affect the content of the image (e.g. JPEG lossy compression) while disallowing content changes to the image (i.e., addition or removal of an object). The problem faced in generating a content based digital signature is finding a set of features within the image which can adequately describe the content of the image. Schneider and Chang chose to use intensity histogram data. They found that utilizing the histogram of the entire image was not a feasible option since it contained no spatial information about the image intensities.  They found by dividing the image into blocks and then computing the intensity histogram for each block they were able to incorporate some spatial information. In addition, by varying the block size, additional spatial information could be obtained.

Fotopoulos and Skodras [13] utilized DCT coefficients to encode image content. For each pixel in the image they calculated the DCT in a 2N+1 sized square around the pixel. The variance of the DCT coefficient were calculated and placed in a matrix in positions corresponding to the pixel’s positions. The local minima of the variance image were determined, resulting in a bi-level image the same size as the original image. This bi-level image was encoded, compressed and stored in the original image.

For the purposes of legal proceedings, the watermark or fingerprint should be embedded at the time the image is taken, then, there can be not doubt as to its authenticity. In order to do this, the watermark/fingerprint must be inserted by the camera taking the image.
4.3 Watermarking with Digital Cameras

Currently available digital cameras do maintain some information with the image. This information is saved by the camera in the header file of the JPEG image. The sort of data that is saved includes the camera model, type, date and time the images was taken. Unfortunately, this information cannot be authenticated [14].

A variety of techniques have been proposed for inserting watermarks into images taken with digital cameras to allow subsequent image authentication. The methods proposed range from inserting watermarks into the image based on camera identification and other criteria, to watermarks based on biometric information of the photographer. 
Fridrich [10] proposed a watermarking technique that depends on a secret key (camera’s ID), the block number and the content of the block.  The technique proposed divides the image into small blocks (64 x 64 pixels) and each block is watermarked using a frequency based spread spectrum technique similar to the one proposed by O’Ruanaidh [15]. 
Another proposed technique for watermarking using digital cameras utilizes the uniqueness of the human iris. When a photograph is taken, the digital camera captures an image of the photographer’s iris through the viewfinder. “The image of the iris is then compressed and combined with a hard-wired secret camera identification key, the hash of the original scene being photographed, and additional digital camera specifics. The end result is a digital bioforensic authentication signature that is losslessly embedded by the watermarking chip inside the digital camera” [16].

At the present time, although digital cameras with built-in watermarking are available, they are still in the realm of specialized equipment. They also rely on the assumptions that digital watermarks cannot be easily removed and reinserted. However, there is still some doubt as to whether this is a valid assumption [17]. 

4.4 Fingerprinting with Digital Cameras

In 1999, Epson introduced an image authentication system (IAS) for two of their digital cameras. The IAS comprised two software components, one loaded in the camera, the other loaded into the computer.
The IAS software in the camera instantly sealed the JPEG captured images with an invisible digital fingerprint. The embedding of the fingerprint in the image file allowed the image to be verified as being untampered with by any PC which had the Image Authentication System software installed. At the time of release, they estimated that “based upon the use of a 1000 MHz CPU utilizing algorithms employed within ISA’s technology, forging an undetectable image would take approximately 330 years to complete [18].
5 Detecting Image Manipulation

It has been seen in the preceding sections, that with current digital technology the creation of a photomontage is relatively easy. However, despite a forger’s best efforts, current editing techniques leave tell-tale signs that can be used for detecting forgeries.  Even with these tell-tales signs, determining whether or not an image is authentic or is a photomontage is still difficult. A variety of techniques are currently in use, active techniques and passive techniques. The technique employed depends upon whether or not prior knowledge of the image is available. 
5.1 Active Techniques

Where prior knowledge of the image is available, active image authentication techniques may be used. In this context, prior knowledge is not knowing the actual content of the original image but knowing that it contains a digital watermark or digital signature/fingerprint. These techniques rely not only on the presence of digital watermarks, digital fingerprints or other such embedded data in the image but also knowledge of the associated algorithms/public keys that have been used to encode/embed the means by which the image can be authenticated.
How an image is authenticated will depend upon the particular technique that was used to embed the watermark or digital fingerprint in the image. Basically in all cases, the algorithm or key used to generate the watermark or fingerprint is required. In the majority of cases images do not contain watermarks or fingerprints. Therefore, other techniques for detecting image manipulation must be utilized and it is on these techniques that we will now focus.

5.2 Passive Techniques

As stated in the preceding section, in the vast majority of cases, images do not contain watermarks or fingerprints that can be used to authenticate their content. This is likely to remain the case for the majority of images for the foreseeable future. As a result, until digital cameras with watermarking or fingerprinting capabilities become the norm, other techniques to prove the authenticity of the image must be used. 
Many passive techniques have been developed to identify images that have undergone some sort of manipulation. The most basic is examination of the image by a human expert. This is far from ideal since it depends upon there being inconsistencies in the image such as misplaced shadows etc [19]. If the individuals who have produced the photomontage are not expert forgers, then such inconsistencies may be present and may be detectable. However, where the forger is an expert, detecting such inconsistencies by human means may be impossible.

Of the various techniques that have been developed, the ones detailed below appear to be the most successful in detecting whether or not an image has been tampered with. The techniques described look for inconsistencies in lighting [20], traces of re-sampling [21] and duplicated image regions [22]. Although each of these individual techniques may identify a manipulated image, forgers frequently use a variety of the tampering categories when creating a forgery. As a result of this we should not rely on any one technique that solely looks for example for duplicated regions since this type of tampering may not have been used. In which case, analysis of an image using solely this technique could suggest that the image is genuine, when in fact other image manipulation techniques have been used. Consequently, for best effect, the various passive techniques should be applied in conjunction with one another in order to authenticate the image in question. These passive methods thus effectively provide a Forensic Tool Kit for image tampering detection.
5.2.1 Techniques for Detecting Copy-Move (Duplicate Image Region) Forgeries

Some of the techniques that have been developed to detect image tampering look for incompatibilities in statistical measures in the image. Unfortunately, these techniques are unsuitable if the forgery has been created using copy-move since, as the copied and moved regions come from the original image, the noise component, color palette and dynamic range of these areas are compatible with the remainder of the image and will thus not be identified as tampered with [2].

However, copy-move forgeries introduce a correlation between the original image region and the pasted region. Therefore, this correlation can be used as a basis for successful detection of a forgery by looking for identical image regions. Unfortunately, to create a convincing forgery a simple copy-move may not be sufficient and it is likely that the forger will use retouch tools or other localized image processing tools on or around the pasted region to create what they believe is the perfect forgery. They may also save the image in a lossy JPEG format. Thus if the technique utilized purely looks for identical matches in image blocks, it is likely that the forgery will go undetected.

With the knowledge that moved segments may not match exactly with copied segments, Fridrich et al. [2] formulated the following requirements to use in the development of their algorithm to detect copy-move forgeries:
1.
“The detection algorithm must allow for an approximate match of small image segments”.

2.
“It must work in a reasonable time while introducing few false positives (i.e., detecting incorrect matching areas)”.

3.
“Another natural assumption that should be accepted is that the forged segment will likely be a connected component rather than a collection if very small patches or individual pixels.”

They proposed two algorithms, one which would search for exact matches of image blocks and another that would search for approximate block matches. The former was the basis for the second algorithm.

Exact Match

The technique for exact match involves first selecting a minimal segment (block) size to match, for example B x B pixels. Then starting in the top left hand corner of the image the block is moved one pixel to the right. The pixel values in this block are extracted by columns and inserted into a row of a two dimensional matrix. The block is repeatedly moved in the fashion described above with extraction of pixels values carried out at each position until the bottom right hand corner of the image is reached.

In order to identify if any identical blocks are present in the image, the rows in the generated matrix are lexicographically ordered. If two identical rows are found in the matrix, these correspond to two identical blocks in the image.

Figure 7b shows the result of carrying out the above procedure on the tampered image shown in Figure 7a, previously shown as the tampered image in Figure 6.
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Figure 7a and 7b:
Tampered image and result of exact block match detection

Robust Match

The technique for the robust match is based on that of the exact match, the difference between the two techniques is that with the robust match the pixel representations of the blocks are not ordered and matched. Instead, for each block the DCT transform is calculated, the DCT coefficients are then quantized and stored as one row in a matrix. As before, the matrix rows are lexicographically sorted. The algorithm then looks at the mutual positions of each matching block pair. Only if there are many other matching pairs in the mutual position is the block considered a match. Figure 8 shows the result of the robust match algorithm for the tampered image in Figure 7a.
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Figure 8:
Robust match results corresponding to image in Figure 7a

Comparing Figure 7b and Figure 8, it can be seen that the robust match algorithm more accurately matches the copied and moved foliage. The reason for this is that it is likely that the person creating the forgery used a retouch tool on the pasted segments to cover the traces of the forgery. Consequently, the exact match algorithm will be fooled.

Popescu and Farid [22] have also proposed a technique for detecting copy-move forgeries. However, their technique differs from the one proposed by Fridrich et al. in that it utilizes principal components analysis (PCA) [23] and lexicographical sorting of image blocks. 
In their method, the image is divided into blocks - the size of block utilized must be small in order to ensure that duplicated regions are located. Once the image has been divided into blocks, principal components analysis is applied to each block. PCA produces a reduced dimension representation of each block. The PCA representation of each block is then component wise quantized in order to reduce minor variations due to corrupting noise. A matrix of the quantized coefficients is then constructed, the quantized coefficients being placed in the rows of the matrix. Duplicated regions can then be detected by lexicographically sorting the rows of the matrix in column order. 
Figures 9a, 9b and 9c show the results of copy-move detection using this technique.
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Figures 9a, b and c:  The original image is shown in a, the tampered image in b and the copied and moved portion is shown in c.

5.2.2 Detecting Traces of Re-sampling
When a forged image is generated by compositing several images, it is generally necessary to resize, rotate or stretch portions of the images to be combined, in order to produce a convincing forgery. These manipulations require the re-sampling of the original image onto a new sampling lattice which introduces specific correlations into the image that change the underlying statistics. Thus, although it is not possible to detect the changes visually, the correlations introduced into the image, can be detected and be used as evidence of tampering.
Based on the correlations introduced by re-sampling, Popescu and Farid [21] developed a detection technique utilizing the expectation/maximization algorithm (EM). The technique assumes that each sample belongs to one of two models. One model corresponds to those samples that are correlated to their neighbors while the second model corresponds to samples in which there is no correlation to the neighbors.

The EM algorithm is comprised of two iterative steps. During the first step (E step), the probability that a sample belongs to a specific model is estimated. This is achieved by using Bayes’ rule [21].  The second step (M step) then estimates the specific form of the correlations between the samples using weighted least squares. The E and M steps are iteratively executed until a stable estimate is achieved. 
When comparing original and re-sampled images, Popescu and Farid found that no periodic pattern was present in the original images, while a periodic pattern was found in the re-sampled images. They also found that the periodic pattern detected depends upon the re-sampling rate. They were unable to determine the specific amount of re-sampling but they were able to detect that the image had been re-sampled.

Figure 10a shows the original image. Examination of Figure 10b reveals that numbers in the license plate have been changed. Figure 10c shows the probability map.
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Figures 10a, b and c:
The original image is shown in a, the tampered image in b and the probability map in c.
Figure 11a shows the Fourier transform of a region in the license plate while Figure 11b shows the Fourier transform of a region on the trunk. The periodic patterns Figure 11a suggests that the license plate was re-sampled.

	[image: image22.jpg]



	[image: image23.jpg]





Figure 11a and b:
There are a number of drawbacks with the technique. Firstly, there are a range of re-sampling rates that will not introduce periodic correlations. These tend to be associated with down-sampling. Secondly, the research was carried out predominantly on grayscale images in TIFF format, although it was extended to include color images and images in JPEG and GIF formats and also the addition of gamma correction and added noise. The techniques performed less well with JPEG and GIF images that had more than minimal compression.

Obviously, this technique is valuable but does have limitations which could allow some forged images to go undetected.
5.2.3 Detecting Inconsistencies in Lighting

Another way that composite forgeries can be detected is by inconsistencies in lighting. Often, individual images will have been taken under differing light conditions. As a result, it is often difficult for a forger to match the lighting effects due to directional lighting. To a certain extent, it is possible to estimate the direction of the light source for different objects/people in images. Inconsistencies found can be used to determine if the image has been tampered with.
Approaches for estimating light direction are based on the following simplifying assumptions [20]:

1.
The surface under consideration reflects light isotropically.
2.
The reflectance value of the surface is constant.
3.
The surface is illuminated by a point light source infinitely far away.
4.
The angle between the surface normal and the light direction is in the range 0° to 90°.


By making these assumptions, and considering the reflectance value (R) to be of unit value, since it is only the direction of light which is of interest the following formula  results:
I (x, y) = R ( N (x, y) · L + A  where N(x, y) is a 3-vector representing  the surface normal at the point (x, y), L is a 3-vector pointing in the direction of the light source and A is a constant ambient light term.
If there are at least four points with the same reflectance and distinct surface normals then the values of A and L can be determined. It should be noted that in order to use this technique, it is necessary to have knowledge of 3-D surface normals from at least four distinct points. This is unlikely to be possible with a single image in which there are no objects of known geometry. Consequently, this technique must be modified in order to apply it to a single image.

Nillius and Eklundh [24] proposed a technique for estimating two components of the light source direction, the result being that knowledge of only 2-D surface normals from at least three distinct points were required having the same reflectance.  They also noted that even though the intensity at a boundary point cannot be directly measured from an image, it can be extrapolated by considering the intensity profile along a ray coincident to the 2-D surface normal. In addition, they found that using the intensity close to the border of the surface is often sufficient.
Johnson and Farid [20] extended these findings by estimating the two dimensional light source direction from local patches along an object’s boundary. They also introduced a smoothness term in order to obtain a better final estimate of the light source direction and also extended the formulation to take account of a local directional light source.

Figure 12 shows the estimate of light directions that Johnson and Farid found in a well known forged image. Their technique revealed that there were inconsistencies in the estimated light direction. The values obtained were 123° for John Kerry and 86° for Jane Fonda. In comparison, Figure 13 shows a genuine photograph and estimated light directions. The estimated light direction values found were 98° for Richard Nixon and 93° for Elvis Presley.
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Figure 12:
Inconsistencies in estimated directional lighting in a composite image.
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Figure 13:
Consistent estimated directional lighting in a genuine image

5.2.4 Other Passive Authentication Techniques

Although a number of other passive techniques have been developed which attempt to identify whether or not an image has been tampered with, we have concentrated on those which currently appear to be most successful. Some of the other techniques attempt to use bicoherence features in images [26, 27] to determine whether or not the image has been created by compositing. Another technique looks at the possibility of determining if a particular image has been taken with a particular digital camera [14].

The authentication of images by various means is one in which research is continuing and is likely to continue for the foreseeable future. As techniques continue to be developed to detect forgeries, so advances in image processing software will continue giving forgers a greater ability to create a forgery that cannot be detected with the currently available techniques.

6 Future Work

6.1 The Future for Watermarked Images

In an ideal world all images would contain a watermark. This would then allow an easier determination as to whether or not an image was authentic. Unfortunately, not all images have watermarks and at the present time watermarks can be removed.
Even if all images taken from this time onward were watermarked, there would remain the problem of how to deal with images that had been taken prior to the establishment of total watermarking. One may say that this is not really a problem as we are only interested in recent images. Unfortunately, this is not the case, since images taken in the past can have a significant effect on current situations. The tampered image in Figure 5 is a particularly good example. It is easy to see how an image taken some 40 years ago can potentially have a significant effect on current world affairs.

The self-embedding technique proposed by Fridrich and Goljan would seem to suggest an ideal situation for future watermarked images. A method to self-embed an image within itself to allow recovery if the original was tampered with would be an ideal situation. Obviously, the technique in its current form suffers from a number of problems in this respect. Since if associated image blocks are removed, it is not possible to recover the original image. However, if a method can be developed to prevent the removal of the blocks, this may provide an almost ideal solution. However, it does have the drawback common to all watermarked images, in that in order to authenticate the image; the key utilized to embed the watermark must be known.
6.2 The Future for Passive Image Authentication
It should be apparent from the preceding discussion that passive image authentication techniques are going to have a place in image authentication for a number of years to come. Improvements in image processing software will allow forgers to manipulate images more and more easily and also make such manipulations more difficult to detect. As a result, it will be essential to develop better image tampering techniques.

At the present time, there is no one technique that can be used to detect all types of image tampering. Rather, forensics must utilize a variety of techniques in order to determine if an image is authentic. 

It would seem that the best way forward would be to find a method to combine all of these techniques into an automated process, such that a suspect image could be input to the system and all of the techniques applied. By examining all of the results obtained, one would be better able to determine whether or not an image had been manipulated and have some level of statistical confidence. 
There must also be more research into new authentication techniques, as new methods of image forgery are created.   New ways of authenticating images could be a combination of old techniques, or trying to look at the image from a different perspective.  

Wherever future research is headed, there will be a greater need for authentication as time and technology increase.

7 Conclusions
In this paper, we have discussed a variety of techniques that can currently be used to manipulate images, protect images and identify manipulated images. The desire for people to manipulate images for sinister reasons is likely to increase rather than decrease over time. On the positive side, we have seen that techniques exist which go some way to protecting images, be it for protecting copyright, preventing piracy or detecting forged images. However, the current status of techniques such as watermarking, in terms of their robustness against attack means that they cannot be relied on 100% to authenticate images. Until this occurs there will be the need to authenticate images using passive techniques. This is an area in which research is continuing and will continue for the foreseeable future. As techniques continue to be developed to detect forgeries, so advances in image processing software will continue giving forgers a greater ability to create a forgery that cannot be detected with the currently available techniques.
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