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Abstract

This paper is intended to survey the methods by which distributed denial of service attacks are initiated and run on the public internet, their architecture and taxonomy, as well as the possible defenses against them. Alongside defenses, this paper survey architectural initiatives and trackback methods which enforce accountability on an open network without the prior consent of all parties. Most of the recommendations discussed need be implemented on an operating system or network service provider level and do not pertain to the individual user. We assume only the current IP4 environment for the internet, IP6 will not be addresses. 

Defining the Problem

Distributed Denial of Service (DDOS) is most generally defined as “an attempt to make a computer resource unavailable to its intended users” 
. This is a slightly wider definition than the average network security specialist would consider, but it broadens the scope of denial; where normally knocking out a web service provider or mail server would be considered DDOS, taking out the router, poisoning the DNS server, and simply unplugging a given server's network interface card will each prevent authorized users from doing their routine business. Most specifically, DDOS will be defined as methods by which an individual can use computers on the public internet to disallow access to another site. The second part of this paper explores DDOS reflection attacks. These in turn are defined as attacks which employ unaffiliated public servers to legitamate but unrequested generate traffic towards the victim.

Early DDOS: The GRC Example

Around 8pm on 4 May 2001, Gibson Research Corporation's grc.com
, owned and managed by Steve Gibson, was flooded with a massive amount of traffic which his routers and leased lines were unable to handle. His site was taken off the public internet for approximately 17 hours by his account and was attacked multiple times after he had dealt with the initial problem. As a relatively small-traffic site, he was unprepared for the type and volume of traffic and had difficulty reaching his Internet Service Provider to get quick resolution to his issue, but his example shows the methods by which a relatively unskilled miscreant can disable service. 

The attacks came from 474 virus-infected Windows hosts distributed widely across the internet among a large number of service providers. The traffic was largely UDP packets which were the maximum Mean Transmission Unit for the networks they were crossing (1500B). They were generated on hosts which were unable to hide their addresses due to a half-implemented TCP/IP stack in early versions of the Windows operating system, and as such, their addresses were very instructive to Mr. Gibson in figuring out what happened. In his report about the incident
, he details the fact that a 13-year old had modified a “bot” network based on a small and easily spread computer virus. Once the bots were distributed by public websites and newsgroup postings, they checked into an Internet Relay Chat (IRC) channel which was password protected and waited for commands. On the issuing of a command from their distributor, they unleashed large volumes of traffic against a given IP address in either UDP, TCP, or ICMP protocols with a set payload size and retransmission delay, effectively “bombing” the target site on command. While he was unable to find the original author of the virus/bot software, the ease with which an individual could obtain access and modify the software (simple hex editing) made it possible for nearly anyone to do the same to a site that had raised the attacker's ire. On the other hand, since the attacks were coming from hosts which were unable to falsify (spoof) their origin addresses and since the traffic did not fit any realistic profile it was relatively easy to detect, filter, and trace back. While this serves as an excellent and illustrative example of simple DDOS in action, the technologies have changed remarkably in the past 5 years. 

DDOS Today

DDOS attacks perpetrated today tend to be a bit more sophisticated. According to Carnegie Mellon's CERT
, the most common methods include attacks on network connectivity, using a site's resources against it, consuming all of a site's bandwidth, or consuming other scarce resources other than bandwidth. 

Attacking a site's network connectivity is more common when targeting smaller sites and works less effectively on server pools or clusters. Methods such as “TCP Half-Open” attacks, which involve starting a handshake but never completing it for each of a site's 65535 TCP ports, are designed to reserve all resources and prevent authorized users from getting into the site
. These methods are extremely effective against most operating systems assuming one can flood the target with enough TCP handshakes to stay ahead of the resource's time-out period. CERT points out that this is a solid example of an asymmetric attack, as “this type of attack does not depend on the attacker being able to consume your network bandwidth. In this case, the intruder is consuming kernel data structures involved in establishing a network connection. The implication is that an intruder can execute this attack from a dial-up connection against a machine on a very fast network.“

Using a site's resources against itself isn't as common as bandwidth or network attacks, but can be just as effective. These attacks usually involve setting up loops between different systems, services, or protocols which perpetuate themselves at the speed of each system's processor
. Looping the echo service on an old unix host into another host's chargen service was once quite effective for bringing down an entire LAN, but can be easily prevented with a decent firewall configuration. 

Bandwidth consumption is probably the most popular way to shut down a site; for commerce sites this attack can cost considerable sums of money even if the site is never actually unavailable as most sites have a service cap and have to pay discrete amounts of money for each Gigabyte of traffic over it. These attacks are usually implemented with high-volume ICMP (ping) or UDP flows, as in the GRC example, but can be anything that effectively ties up the site's bandwidth. 

The last category, consumption of other resources, includes such methods as filling up a user's hard drive, locking out their user accounts, and even overloading kernel spaces such as in an ICMP Ping of Death attack
. This particularly nasty attack from the late 90s exploited unexpected behavior in the kernel stack where a packet larger than the allowable size which was fragmented in transmission was reassembled in the kernel space memory causing the operating system to immediately lock up, reboot, or hard crash. Thankfully, operating system vendors addressed this particular issue fairly quickly, but systems still exist on the public internet which are running affected kernels (ie, Linux 2.2).

Facilitating these attacks, aggressors are likely to use the aforementioned bot networks such as Trinoo
, Stacheldraht
, or the Tribal Flood Network
. Each of these is much more sophisticated than the example attack and have become far harder to detect and more resilient to prevention because of changes in their architectures and implementation. The latest trend in them is to have encrypted traffic going out to the bots which is much harder to filter, as well as having multiple levels of “handlers” which relay the attacker's commands without being affiliated with the attack traffic such that a handler can be compromised without revealing the location of the coordinating attacker. These methods have even allowed previously uninterested parties to get into the DDOS “racket”, forming their own mafia
. “Bot Farmers” apparently build up large DDOS armies and unleash them at a target specified by a customer, who pays them to disable the competition.

Advanced DDOS: Traffic Reflection

The most recent and damaging DDOS attacks to show up lately involve traffic redirection. These attacks rely on known public servers to respond to fake requests for traffic and forward the requested traffic to the victim
. The additional complications this poses come in three categories; the attacks are harder to pinpoint, they're more geographically dispersed, and they're harder to filter. 

In terms of finding the attacker, the use of reflectors (typically high-volume sites) makes it nearly impossible to get server logs or talk to a site administrator and requires multiple sets of logs to correlate the attack to one originator. As the traffic looks like real traffic, it becomes much harder to identify unless the server has gone to great lengths to ensure that outbound responses go back through the same route that the inbound requests came from. Since the internet is full of asymmetric routes, this could hamper real traffic. 

The geographic dispersal of the reflectors causes issues for even large ISPs' defense plans, as multi-homed bandwidth doesn't necessarily help. Having multiple sites of server farms helps, but an evenly distributed attack network will affect each of the sites. Depending on the number of aggressors, this could take down even the largest web presences. Each route to a given server will see some traffic, so routing anomalies such as surges and cascades are more likely. Unintended victims can be brought down this way in addition to the target. 

The fact that the traffic is actual realistic data which could have been requested by the victim makes is extremely hard to filter. This method can be amplified using asymmetric payloads such as open recursive DNS requests to produce huge responses to small requests
. ISPs which filter based on state or behavior don't stand a chance of detecting this type of attack, while quote systems and statistical analysis may lead to actionable filters. 

DDOS Defense

As previously mentioned, most defenses against DDOS are implemented either at the operating system level (such as disabling IP spoofing or throttling connections) or the internet service provider level (ie, ingress routing). The individual site owner has little recourse other than to have a solid firewall configuration and a burstable connection. If the damage done is more than $5000 in lost revenue, the site can notify the FBI, but the sheer volume of cases makes quick resolution unlikely. In terms of infrastructure, the most effective way of reducing the impact of DDOS attacks, routers could be upgraded with equipment to help isolate and filter anomalous traffic, but without a large and capable network monitoring system (such as Akamai's NOC) most DDOS attacks will get through. Alternately, solutions have been proposed for finding the attacker instead of halting the attack. One of the most promising involves having routers followup their real data traffic with small ICMP packets which follow the same route to the same host. In theory, these would allow the victim to follow tracebacks of the initial request from the attacking systems and possibly even the coordinator's messages starting the attack down to the IP level. Where the attackers and coordinator could spoof their IP addresses, the routers that forwarded their packets would not. Even if the victim only had the domain of the first router in the sequence, it would be easy to infer which host started the attack or trace it down to one segment 
. 

In Sum

While DDOS attacks started out as a formidable thing to unleash against a public server and have only gotten more sophisticated since their inception, initiatives have been proposed to either identify the perpetrator or filter out the errant traffic. Unfortunately, none of these efforts has been embraced en masse or has lead to standards by which networks and providers can agree to work together. As perpetrators continue to innovate, catching them has gotten more difficult and at times they can hide in the sheer volume of complaints the authorities get. The best defense for a small ISP or site is to have multi-homed bandwidth, excellent filters at the router and gateway level, a solid firewall as a last line of defense, and a good recovery strategy. At this point in technology, there is no silver bullet for DDOS attacks. 
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