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Abstract

The performance or rate that a user actually observes by sending data between two machines (sender/receiver) can be characterized as bandwidth.  At first thought this definition may sound simple; it is just the time to send N bytes of data, right?  Unfortunately variables are introduced in a myriad of ways that quickly cause this simple calculation to be extremely complex to measure accurately.  Because of this complexity the subject of bandwidth measurement has become the topic of many computer scientists’ research.  The purpose of this paper is to review some of the tools available to measure bandwidth and discuss the variables or obstacles that must be overcome in order to achieve reliable data.  We will explore the different approaches these tools use and how the obstacles affect them.

1
Introduction

Let us begin by first laying the groundwork for what we are trying to do.  Available bandwidth is important for many reasons.  Some common examples of our everyday computer use that are affected by network performance are: Transferring data via File Transfer Protocol (FTP), distributed networks, and simple browse of the World Wide Web.  Poor performing networks could cause commercial companies millions of dollars in revenue if their customers’ satisfaction is reduced by systems not performing to their expectations.  If accurate measurement is available to a user then important decisions can be made, such searching for an alternate route selection if our primary route is congested.  Alternatively WWW users could choose a better performing IP provider.  

“Available bandwidth depends on two things: 1) the underlying capacity of the path from client to server, which is lined by the bottleneck link; and 2) the amount of other traffic competing for links on the path.[1]”  It would be safe to say the quality of the connection between client and server has an impact on our measurements.  The introduction of noise and traffic into the connection serves to reduce the quality and lowers the potential throughput to something less than the capacity of the line.   The ability to measure the available bandwidth of a connection could provide insight into its quality. Of course this assumes that we know something about the connection’s configuration and capacity.  There are many tools available that do bandwidth measurement.  This paper will attempt to characterize the algorithms used by some of these tools and highlight some of the limitations and systems issues that make them less reliable.  Finally we shall provide some insight to possible solutions to these limiting factors.

The difficulty in measuring bandwidth does not lie with the algorithms used, but more with the limitations of the computer systems doing the measurements.  A rather obvious requirement of a measuring system is that it fills the pipeline faster than the capacity of the network.  In recent years network bandwidth has become faster than system input/output bandwidth [2].  As a result new measurement techniques are going to be required for future bandwidth measurement.  Few tools have estimated bandwidth accurately.  The primary reason for this is that the tool does not consider the host systems capability limitations [2]. This paper will discuss these issues in further detail as well as many more of the common obstacles found in a reliable bandwidth measurement tool.

2
Useful Definitions

Available Bandwidth – The rate at which packets can be sent through the network.

Throughput – Amount of data actually received. 

Bottleneck – The maximum rate at which we can send packets through the network.

Congestion – The amount of competing traffic in the system.

Capacity – The maximum rate by which we can transmit data through the system

3
Obstacles of Bandwidth Measurement

There are numerous obstacles involved in measuring bandwidth accurately.  This section explores some the more common network related obstacles and system resource limitations.
3.1 Network Factors

One of the more obvious factors of measuring the capacity of a network is accounting for the amount of cross traffic introduced in the system by other hosts.  Fortunately techniques have been developed with this issue in mind and can in fact measure the amount of cross traffic.  These algorithms, called packet trains, will be discussed in more detail later in this paper.

Any type of measurement that introduces multiple packets into a system can be construed as intrusive, thus may be blocked by routers and firewalls.  In addition long packet trains can overflow a router’s queue.  Limiting the amount of test packets introduced into a system reduces the accuracy of the test.  For this reason new non-intrusive or passive tools need to be developed.

3.2
System Resources

The tools available to measure network bandwidth are effected by and must address host system performance issues.  Even though the algorithms used by the tools to do the measurements are mathematically sound they must take into account system configurations and architecture in order to achieve accurate measurement.  “System resources which affect network bandwidth estimation are the resolution of the system timer, system call, the interrupt delay, and the system I/O bandwidth (including memory bandwidth)”[2].

Interrupt issues can be significant for a couple of reasons.  First, if we are working on a very fast network and each packet being received causes an I/O interrupts we could overwhelm the system.  Second, many systems combat this problem by a technique called interrupt coalescence.  Interrupt coalescence is the process of buffering the interrupts for some amount of time so that the CPU can process multiple I/O’s during a single interrupt.  The technique improves the overall performance of the network throughput, but the kernel can no longer provide accurate timestamps of the arriving packets.  One solution to this process is acquiring a network card that has the ability to do the timestamp itself before it buffers the incoming packet [3].  One must also protect against the input stream exceeding the buffer amount of the NIC as well.  

System calls also play a role in the time collection of packets.  A request for a timestamp initiates a system call to the operating system timer device.  The system calls latency must be considered in both the outgoing packet as well as the incoming packet.  Although these times may be consistent or even constant they are significant compared to the system internal timer resolution.  For this reason they must be considered in the measuring algorithms.

4
Measurement Tool Algorithm and the Effects of System Resources

There are three main algorithm patterns used to measure bandwidth.  The following sections will explore the algorithm and discuss how the system resources affect them.

4.1
Single Packet Algorithms

An example of a single packet algorithm is the Variable packet size (VPS) algorithm.  VPS includes size differential and hop differential methods [3].  An example of a tool utilizing VPS is Pathchar [4].  The size differential algorithm divides the difference in the size of two packets by the difference in the time to send those packets.  The formula can be expressed as:

Transfer Rate = (S2-S1)((T2-T1)

(1)

where 

S2 and S1 are differently sized packets

T2 and T1 are the time to send S2 and S1 to a router

Receiving a router’s ICMP response from a sent UDP packet is how we get the time.  This algorithm has the limitation brought on by size of the packet that can be sent through the system.  If a systems is fast enough then the round-trip time (RTT) will be quicker than the system timer’s resolution, thus an error is introduced into our calculations.  As a result, a limiting characteristic will be introduced, which will cap the maximum speed that we can test.  Cross traffic will influence the accuracy of this measurement as well.  Since the amount of traffic varies from one time to another it has varying influence on our timestamps.  Because of this attribute, linear regression is used to converge on a result [3].  

Hop differential is the second factor in the VPS algorithm and is described as the “store and forward delay” [3].  If we attempt to measure the transfer rate of a hop after passing through an intermediate router then we must consider the hop’s overhead.  To do this we simply subtract the prior link(s) time delta (T2A-T1A) from the ICMP time acknowledgement delta received by the destination hop (T2B-T1B).  This changes our transfer rate or bandwidth formula (1) for this link to:


Bandwidth = (S2-S1)([(T2B-T1B) – (T2A-T1A)]  (2)


where


A is a router proceeding a router B

There are a couple of issues with the hop differential algorithm that are pointed out by the author of “Measuring Bottleneck Link Speed in Packet-Switched Networks” [1] that could produce false results.  First, not all routers have the same ICMP response time.  This could potentially give a negative hop differential calculation.  Second, some network devices do not respond with an ICMP (called a hidden device), thus underestimating the bandwidth.  

4.2
Packet Pair Dispersion Algorithms

Figure 1 [6] gives a graphical representation of the packet pair dispersion (PPD) algorithm.  The shaded regions represent packet flowing through a bottleneck link.  The bottleneck is assumed to be the narrowest bandwidth in the network route.  If packets pass through the bottleneck back-to-back then the distance between the start or end points of any two packets pairs will remain constant until the source is reached.  The bprobe and cprobe tools use PPD algorithms.  Some common obstacles that affect the accuracy of a PPD algorithm are [2]: 

(  
Packet probes may not queue at the bottleneck link.

( 
Cross traffic may squeeze in between our test packets before the bottleneck, thus preventing us from getting packets back-to-back through the bottleneck.

(
Packets sent may be lost.

(
Cross traffic after the bottleneck can insert between our pair causing them to separate further.

Overcoming these obstacles is not difficult. A bottleneck can handle some maximum size packet before it begins to backup.  Probing the link with larger and larger packet sizes enables us to find the max size for testing.  To deal with cross traffic intervening before the bottleneck we send many packets to increase the likelihood of getting back-to-back packets into the bottleneck.  We then filter the results to determine the bandwidth.  To deal with packet loss we can send multiple packets of varying size and again filter the results.  Similarly, we can filter the results to weed out down stream traffic, because not all packet pairs will be affected by intervening traffic.

A couple of resource requirements are needed to be able to administer a PPD test.  The PPD time cannot be less than the time to do four system calls, two for getting the time stamps and two for doing packet I/O [1].  In addition we cannot have interrupt coalescence active on our systems or we will not be able to get correct timestamps.   

[image: image1.wmf]Figure 1: Illustration of packet flow through a bottleneck link.
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4.3
Packet Train Algorithms

Packet train algorithms are based on the Fluid Spray Effect (FSE) theorem.  The idea is that if a packet train traveling at less speed than the network capacity picks up enough cross traffic that the new larger train exceeds the capacity of a router, then the router will begin to queue.  As the train leaves the router it is now traveling at the capacity of the line.  By receiving ICMP messages from each router along the way we can attain each routers bandwidth.  One advantage packet trains have over packet pair dispersion and single packet algorithms is that it does not require as precise of a timer resolution, because it checks the time of a group of packets rather than a single packet.  One can adjust the size of the packet groups in order to fine tune the test case to acceptable ranges to meet the timer’s limitation.  Another intuitive advantage is that the host machine does not have to produce I/O equal to the capacity of the network.  As long as competing traffic is in the line and is enough to cause queuing at a router we can capture that router’s bandwidth.  Who’s to say we can’t introduce traffic ourselves in order to achieve the desired results?  With this question in mind, theoretically we could test network’s bandwidth, assuming we can introduce enough competing traffic into the system.  This alleviates the need to have the host system be able to fill the pipeline itself, which is a requirement of the prior two algorithms discussed.

5
Conclusion

It has been shown that systems resources can be the limiting factor in accurate bandwidth measurement.  Interrupt flooding, systems calls and the timer resolution all have be accounted for by both the algorithm and the person(s) setting up the test case.  Inability to overcome these obstacles doesn’t necessarily mean we can’t accurately test, it just means that we may be limited to testing slower systems.  If trends continue network bandwidth technology will continue to grow at rates faster than CPU, memory, and I/O bus speeds.  As a result, new techniques based on algorithms that are less reliant on timer resolution and are not required to fill the pipeline to capacity will fulfill future measurement requirements. 

The paper described three different types of algorithm used by today’s measurement tools.  In theory each of these algorithms relatively straight forward, but each has its limitations due how it tests and how the obstacles affect them.  

(
The single packet algorithms are the least sophisticated and as such have greater limitations.  Because they measure the time to send an individual packet, and because there is a packet size limitation, they typically only work well for slower systems.  Timer resolution and cross traffic also have to be considered to perform this test

(
Packet pair dispersion is useful in determining the bandwidth of a bottleneck.  Simply varying the test packet sizes and filtering the data can overcome many of the network-introduced obstacles, but this algorithm is limited by the timer resolution and system calls required to timestamp.  In addition, interrupt coalescence cannot be present.

(
Packet trains appear to have the most promise of the three algorithms.  They are less reliant on timer resolution issues and benefit by having cross traffic help queue packets and individual router hops.

The future of bandwidth measurement is going to be focused on keeping up with the growth rate of network speeds.   Packet trains have great potential since hosts do not have to be able to fill the network link on their own.  It is inevitable that future tools will rely on distributed systems to fill the pipeline with I/O.  Also new hardware with more flexible timer resolution stamping mechanisms would be an asset.
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