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INTRODUCTION

This paper describes the CS522 Fall 2003 Semester Project by Sherry Adair, Hakan Evecek and Elizabeth Gates researching voice over the internet (VoIP).  The research area was easily expanded to include analysis of Dr. Chow’s SCOLD (Secure Collective Defense Project) in the UCCS Engineering Lab using the Agilent Advisor SW Edition  J1955A network protocol analyzer to observe the activity on the network.  Since the SCOLD project explores alternate internet routes when a primary route is under attack, various instruments were used to setup the voice over network testbeds.  Simple conversations were established using SJphones over both the lab network and with MSN over the internet.  The experiments expanded to also include NetMeeting for conferencing followed by Intel’s conferencing software, HMP to include more participants.  The concluding experiments included a simple SCOLD setup followed by a SCOLD attack on a conferencing call.  

This paper includes the results of those experiments as well as the limitations encountered from setting up the SCOLD attacks and from the lack of Agilent Analyzer hardware.  This paper also discusses the protocol investigation, description of the Agilent SW Analyzer features, test bed setup, network errors encountered, and the lessons learned.  The appendix includes a list of the data files collected with a description of why they were collected and the steps used to setup the Agilent Analyzer for these experiments.
1.1 Project Goals

1.  Analyze the VoIP related protocols including SIP, H.323, and RTP.

2. Discuss the applications used: SJphone, NetMeeting, MSN, and HMP   

Conferencing.

3.  Use the Agilent Advisor SW Edition J1955A

4.  Show the configurations used for the experiments.

5.  Monitor a staged SCOLD attack.

6.  Provide network errors encountered.
VOICE OVER IP (VoIP)

Over the past decade and especially in the last couple of years, telecommunications has gone through a rapid change in the way people and organizations communicate.  Many of these changes are because of the explosive growth in internet and Internet Protocol applications.  With this technology growth, it has become important for carriers, companies and service providers that voice traffic and services will be the next to use IP widely.  These changes and the growth have introduced the term VoIP.  What is VoIP?
"Voice-over-IP" (VoIP) technology means transferring voice signals in data packets over IP networks in real-time by using some other protocols like Transmission Control Protocol (TCP), Internet Protocol (IP), User Datagram Protocol (UDP) and Real-Time Transport Protocol (RTP).
In VoIP systems, analog voice signals are converted into digital signals and transmitted as a stream of packets over a data network [14].  IP networks allow packets to find the best path to the destination.  This makes the best use of IP networks for voice packets to be sent [31].

Transmission of voice traffic cannot be done effectively all of the time.  Retransmission of the data creates long and variable delays in the delivery of voice traffic, causing an unacceptable situation for voice conversations [26].  Additionally running voice over data is not an easy mix as they operate differently.

VoIP Modes of Operation

There are different connection options that involve VoIP communication.  Below are the ways we can connect to other parties.  For each VoIP mode of operation there are tools that can be used to create the connection.

• PC to PC

• PC-to-Telephone call

• Telephone-to-PC call

• Telephone-to-Telephone call via the Internet

• Premises to Premises: use IP to tunnel from one PBX/Exchange to another

• Premises to Network: use IP to tunnel from one PBX/Exchange to a gateway of an operator

• Network to Network: From one operator to another or from one operator’s regional national network to the same operator in another region or nation. 

There are a lot of benefits behind using voice over IP as well as some disadvantages.

• Cost savings—one of the main advantages is by moving voice traffic to IP networks, companies can reduce or eliminate the toll charges associated with transporting calls over the Public Switched Telephone Network (PSTN).  Long distance and especially international communications through VoIP instead of PSTN will be very cost effective.  Service providers and end users can also conserve bandwidth by investing in additional capacity only when it is needed.  This is made possible by the distributed nature of VoIP and by reduced operation costs as companies combine voice and data traffic onto one network.

• Open standards and multivendor interoperability—by adopting open standards, both businesses and service providers can purchase equipment from multiple vendors and eliminate their dependency on proprietary solutions.

• Integrated voice and data networks—by making voice “just another IP application,” companies can build truly integrated networks for voice and data.  These integrated networks not only provide the quality and reliability of today’s PSTN, they also enable companies to quickly and flexibly take advantage of new opportunities within the world of communications.

As mentioned earlier there are some disadvantages of using VoIP today.  The packets associated with a single source may take many different paths to the destination in the network.  They might be arriving with different end-to-end delays, arriving out of sequence, or possibly not arriving at all.  At the destination, however, the packets are re-assembled and converted back into the original voice signal. VoIP technology insures proper reconstruction of the voice signals, compensating for echoes made audible due to the end-to-end delay, for jitter, and for dropped packets.  If we compare this with normal PSTN or wireless, we sometimes get dropped packets, jitter, congestion, prioritization or latency on the calls.  Especially for the long distance calls we even sometimes try to re-initiate the call due to the quality.  In other words, you already have some of these disadvantages in the PSTN world from time to time [24].


Packet loss

One of the internet characteristics that is important to VoIP is packet loss.  The loss might affect the decoding process at the receiver end and the end user may also detect it. It is quite important in voice or video transmissions.  UDP cannot provide a guarantee that packets will be delivered at all.  Packets will be dropped from time to time for different reasons, which can be due to peak loads and/or congestion.  In other words, there is no back-off mechanism for UDP and it will send the traffic although there is congestion or a heavy load on the network.  On the other hand lost TCP segments can be masked and resubmitted.  This will introduce too much delay in the performance and it will be impractical for real-time performance if some of the error packets are retransmitted.  Time sensitivity of voice transmissions because of retransmission will affect the application performance.  There are some approaches used to get the lost packets back by replaying the last packet and sending redundant information.  Packet losses greater than 10 percent are generally intolerable, unless the encoding scheme provides extraordinary robustness [24].

Jitter

The traffic loading and other circumstances might cause packets to be lost or delayed.  At the receiving end, the client has to reconstruct them and will realize the variations that can arise in the packets.  The variation in inter-packet arrival rate is jitter, which is introduced by variable transmission delays, losses or packets appearing out of order over the network [24].  The jitter buffer is used to remove the packet delay variation that each packet encounters traveling the network.  There are two types of jitter buffers, static and dynamic.  Static jitter buffers are easier to configure and manage.  They have fixed buffers and this buffer size is configurable.  Dynamic jitter buffers are more complex and are configured according to the history of the arriving jitter packet.  This way network management will be able to adjust the jitter buffer and increase the performance on the packets sent.  This will also improve the quality. 

Latency and Echo

When designing or working on any voice transmission systems it is important to know how well it will work on an existing network.  Speech quality and delay are the factors that might affect the design.  ITU-T recommendation G.114 [28] provides limits for delays on connections with controlled echo in Table 1.1.

	One-way transmission time
	User Acceptance

	0-150 ms
	Acceptable for most users

	150-400 ms
	Acceptable, but has impact

	400 ms and above 
	Unacceptable


Table 1.1 G.114 Limits for one-way transmission

There are some situations where longer delays must be tolerated, but the general delay impact does not change.

When coders and decoders in VoIP terminals compress voice signals they introduce three types of delay: 

· Processing, or algorithmic, delay: Time required for the codec encoding a single voice frame.

· Look ahead delay: The time required for a codec to examine part of the next frame while encoding the current frame (most compression schemes require look ahead).

· Frame delay: The time required for the sending system to transmit one frame. 

In general, it can be seen that greater levels of compression introduce more delay and require lower network latency to maintain good voice quality.  Most VoIP sessions require one-way latency of not more than about 200 milliseconds.  When round-trip delays exceed approximately 300 ms. natural human conversation becomes difficult [24].

The delays introduced by the removal of network jitter are long enough to make the system introduce echo as echo is related to delays [28].  Therefore echo cancellation will be required in most of the VoIP applications.

Figure 1.2 shows the internet protocols used for VoIP and their relationships.  Voice can run directly over IP.  However there are other protocol stacks with some rules that will make it easier to identify the path or destination.  UDP is one of them.  UDP will have the internet source and destination information in the header.  This information and socket information will individually identify each end point connection.  Also some of the other protocols will require the socket numbers to be specified in order to process VoIP.  RTP is another protocol designed to support real-time traffic.  RTP is used when playback is required at the receiving end in a time-sensitive mode like video or voice.  In RTP sequence numbers will be required for the receiver to reconstruct the packets sent.  This information is also required for the proper location of a packet.  RTP protocol will be explained in detail below. .[image: image1.png]call control
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Figure 1.2 Protocols used in VoIP  [26]

All of the protocols shown above provide the control and management of the telephony sessions in the internet.  They are known as signaling and call processing protocols.  Below we will explain some of these protocols that are used in this analysis.

VoIP Components Used in different Protocols:

1.1.1 Gateways

Gateways are one of the pieces for VoIP network connections.  They can enable lots of value-added services, like call-centers, integrated messaging, least-cost routing, etc.  VoIP technology allows voice calls originated and terminated at standard telephones supported by the PSTN to be communicated over IP networks.  VoIP gateways provide the bridge between the local PSTN and the IP network for both the originating and terminating sides of a call.  To originate a call, the calling party will access the nearest gateway either by a direct connection or by placing a call over the local PSTN and entering the desired destination phone number [30].
The VoIP technology translates the destination telephone number into the data network address.  This translated IP address is then associated with a corresponding terminating gateway nearest to the destination number.  Using the appropriate protocol and packet transmission over the IP network, the terminating gateway will then initiate a call to the destination phone number over the local PSTN to completely establish end-to-end two-way communications.  Despite the additional connections required, the overall call set-up time is not significantly longer than with a call fully supported by the PSTN.
The gateways must employ a common protocol -- for example, the H.323 or MGCP or a proprietary protocol -- to support standard telephony signaling.  The gateways emulate the functions of the PSTN in responding to the telephone's on-hook or off-hook state, receiving or generating DTMF digits and receiving or generating call progress tones.  Recognized signals are interpreted and mapped to the appropriate message for relay to the communicating gateway in order to support call set-up, maintenance and billing.
Gateways basically provide three functions.  The first main one is that they provide the mapping and translation functions of the traffic between the PSTN network and the Internet.  In other words, media gateways are the interface in between IP and the telephony network.  They terminate incoming synchronous voice calls.  Then the voice process starts and they compress the voice, encapsulating it into packets.  They are sent as IP packets.  On the other hand, for the incoming IP voice packets, they are unpacked, decompressed, buffered, and sent out as synchronous voice to the PSTN connection.  Each voice packet will be mapped to a telephony channel.

Signaling functionality of gateways is responsible for the signaling operations of the systems.  Gateways also provide global directory mapping.  They translate between the names and IP addresses of the Internet world and the telephone numbering scheme of the PSTN network [24].  Protocol messages can be sent to PSTN signaling and sent with signaling functionality in gateways.  Call progress or status information is exchanged by voice gateways to signal the state of the call ringing, busy, and so forth. 

Where multiple populations of voice users are to be reachable via the same network, meaning that there could be many voice gateways on the packet voice transport cloud, there is a chance that these voice gateways will be provided and supported by different organizations and/or vendors.  For these networks it is easiest if all the endpoints and gateways use the same protocol, say H.323.  However, as networks migrate to the newer protocols SIP and MGCP, mixed networks will be a fact of life and gateways [30]. 

Media Controller functionality of gateway is overall system control.  It will have authentication and billing resources managed.  It monitors and controls the systems and maintains the control of all connections.

1.1.2 Gatekeepers

Gatekeepers are also another component used in VoIP communications.  They are also controllers and have similar functionality to Media Gateway Controllers.  They control IP based activities and communications in the connected networks.  Gatekeepers authorize network access from one or more endpoints and may choose to permit or deny access from any of the endpoints.  They are a kind of a traffic controller.  They may also control bandwidth services.  They can help to increase the Quality of Service if they are used with bandwidth resource management.  Like media controllers they can also offer address translation services.  A single gatekeeper controlling other media controllers, terminals and gateways is called a zone.  A zone can span multiple networks and network segments [11].  If there is more than one gatekeeper in the network, each endpoint should register with one of them.  If the endpoint already has the gatekeeper information registered, it does not have to go through the discovery process.  Otherwise it has to go through this process to find the available gatekeeper to be registered.  There are different messages used for this process in protocols, like gatekeeper confirmation (GCF), gatekeeper-reject (GRJ) etc. [11].  Another important point about gatekeepers is that only one gatekeeper can control a given endpoint at a given time.  If an endpoint receives more then one gatekeeper accept message, it is up to the endpoint to choose the gatekeeper.  

1.1.3 Proxy Servers

The proxy server or redirect server has the functionality to provide name resolution and user location.  Callers are unlikely to call the IP address and even the host names.  A specific server is usually identified by an easy to remember e-mail like address [3].

1.2 Gateway Control Protocols

1.2.1 Media Gateway Control Protocol (MGCP)

MGCP is another call processing system for voice, video and data.  It operates in a gateway controller called a call agent.  It negotiates capabilities, defines syntaxes for traffic, sets up and clears the calls.  Its purpose is to define the operations of the telephony gateway.  The telephony gateway provides the operations and conversion details for the audio signals used on telephone circuits and data packets.  Then the call agent used in MGCP directs the operations of the gateway [26].  MGCP only addresses the communication between a call agent and the Media Gateway.  It does not connect one call agent to another.  Components used in MGCP protocols are end user, gateway, call agent, common database server, accounting gateway, trunking gateway and exchange carrier.  MGCP defines nine commands.  Some of these commands are from the call agent to the gateway while some are used vice versa.  The nine commands in the MGCP protocol are EndPointConfiguration, CreateConnection, ModifyConnection, DeleteConnection, NotifyRquest, Notify, AuditEndPoint, AuditConnection and RestartInProgress.

MGCP calls and connections are the relationship established between the endpoint and the RTP/IP session. [11]. For example, when a DS0is used to carry voice traffic, IP resources are allocated to the end point.  The connection will be created to the gateway IP session.  If two connections are involved then there will be two connections where they will share the session descriptions like port number, IP details and start to send media streams.

1.2.2 MEGACO/H.248

MEGACO is like MGCP in that it enables creation, modification and deletion of media streams across the media gateway.  They support flexible and scalable architecture that can be used to controldifferent media gateways and interfaces.  They enable accounting and billing information and some quality of service statistics in the reports.  They also allow the actions to be detected and sent to gateways automatically.  MEGACO provides both text and binary encoding.  Megaco has eight commands used during the call flow.  These commands are add, modify, subtract, move, auditvalue, auditcapabilities, notify and servicechange [11].  All of these have different functionality either during the call set up or termination process.  This protocol creates a general framework suitable for gateways, multipoint control units and interactive voice response units

Call Control Protocols

1.2.3 H.323

The H.323 protocol has been deployed in many voice over IP packet networks.  It is a call processing system for voice, data and video.  It finds resources, registers users, allocates bandwidth, negotiates capabilities, and sets up logical channels for media flows.  It also defines messages and their formats, sets up and clear calls.  In H.323 the core of RTP (Real-Time protocol) is used to transport streams.  H.323 is the umbrella recommendation from the International Telecommunications Union (ITU) that sets standards for multimedia communications over Local Area Networks (LANs) [26]. That’s why the H.323 standards are important in building a new range of collaborative, LAN-based applications for multimedia communications.  It includes parts of Q.931, H.225, H.245, H.235, H.332, RTP/RTCP and audio/video codecs, such as the audio codecs (G.711, G.723.1, G.728, etc.) and video codecs (H.261, H.263) that compress and decompress media streams, ETSI TIPHON profiles etc.[27].  It is also important that the H.323 standard refers to the other low level standards.  H.323 defines a complete multimedia network, from devices to protocols.  Linking all of the entities within H.323 is H.245, which is defined to negotiate facilities among participants and H.323 network elements.  A scaled-down version of ISDN's Q.931 call protocol is used to provide for connection setup, defined in H.225.  In H.323 terms, there is a gatekeeper function that performs the address translations and lookups required for a scalable implementation of dial plans in the packet voice network [30].

In H.323 a gateway is a node that communicates with terminals attached to the network.  It translates the transmission formats between the terminals.  H.323 covers several operations and protocols to support end user communications with other terminals, gateways and endpoints.  There are basically seven major operations of H.323.

The discovery phase involves end points finding the gatekeeper with which they can register.  The registration phase handles the operations to define how endpoints register with the gatekeeper.  Below is a call sample path from endpoint1 to endpoint2 [27].
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Figure 1.3: H.323 Call [27].

In the connection setup phase, the connection is made between the endpoints.  Terminal capability connections mentioned above are to ensure any multimedia traffic sent by one endpoint will be received on the other end.  Bit rates and codec types are exchanged at

this event.  This is the point where gatekeepers and endpoints negotiate.

The next event is opening the logical channels.  This is when one or more logical channels are opened to carry the traffic.  For example two channels can be opened for chalk talk and chat room and another for a resource management.

After all these events are done, user traffic will be exchanged.  Payload transfer will take affect.  After the user session is complete the termination process will take place.  It is important to release the logical channels and other resources at the termination stage due to bandwidth management. 

As mentioned in the gatekeeper explanation there are messages going through in each protocol to manage all of these activities.  The information in these messages helps the endpoints to learn the details about each other [11].  Below is some of the functionality of the latest H.323:

Call transfer, call diversion, hold, pick-up, call waiting, message waiting, call completion, call offer are some of the features added.  H.323 also has the capability to synchronize video and speech in an RTP stream.  Usage information and signaling to be able to get gatekeeper support for some of the specific functionalities are some of the additional features in H.323.  Sending and receiving DTMF digits, gateways to support virtual private networks and some quality of service improvements are all H.323 features. 

The increased benefits of H.323 have increased the usage of these standards.  It enables the data and switched-circuit networks to send all voice, video and data in one packet.  Cost benefits and other efficiencies have made end users use more multimedia facilities.  With new features enabled in these protocols, multimedia applications will become as common as e-mail and word process applications,
Session Initiation Protocol (SIP)

The Session Initiation Protocol is an application layer signaling protocol.  SIP defines initiation, modification and termination of real time interactive multimedia sessions between participants over an IP data network.  It enables one party to place a call to another party.  It can also invite participants to already existing sessions and supports any single-media, multimedia and teleconferencing.  The actual audio, video or other multimedia contents are exchanged between the participants.  In many cases and our examples we have seen the transport protocol used.  It is called the Real-Time Transport protocol.  It also negotiates capabilities and defines syntaxes for the traffic.  It does not use gateway controllers and uses a client/server model.  That’s why on SIP communications a proxy server needs to be setup. 

SIP syntax is simple and text based. It even can be described with Multiple Purpose internet mail (MIME) or extensible markup language (XML).

SIP supports five features of establishing and terminating multimedia communications:

1.  User location: Users can move to other locations and can still access the session remotely.  This is the determination of the end system to be used for communication.
2.  User availability: This part is the determination of the willingness of the called party to engage in communications.
3.  User capabilities: This is the step to determine the media and media parameters to be used.
4.  Session setup: This is the step where session parameters at both the called and calling party are established
5.  Session management: This step involves transfer and termination of sessions, modifying session parameters, and invoking services.

The Session Initiation Protocol (SIP) is an ASCII-based, peer-to-peer application layer protocol that defines initiation, modification and termination of interactive, multimedia communication sessions between users.  SIP was developed by the Internet Engineering Task Force (IETF) and is derived from Hyper-text Transfer Protocol (HTTP) and Simple Mail Transfer Protocol (SMTP).  SIP is defined as a client-server protocol, in which requests are issued by the calling client and responded to by the called server, which may in itself be a client for other aspects of the same call.  SIP is not dependent on TCP for reliability but rather handles its own acknowledgment and handshaking.  This makes it possible to create an optimal solution that is highly adjusted to the properties of VoIP.  Figure 1.4 shows a SIP call sample path from endpoint1 to endpoint2 [27].
The components that might be required to be able to handle SIP features are described next.  Initially there needs to be a Server that will accept request messages.  A Proxy Server. is needed to interpret the messages and rewrite them before they are sent to user agents or to the next server.  Redirect Servers are used to accept SIP requests and to map them to new addresses.  They do not accept calls or forward the messages to other servers or initiate the calls.  The registrar is another server that is required in SIP.  Its function is to register the end user for the call.  It is generally integrated into the Proxy or Redirect Servers.  User agent or user Server are the endpoints that communicates in a SIP call [26].

In the figure below both Redirect and Proxy Server call samples are given.  In both examples endpoint1 is trying to reach endpoint2.  In the first example the redirect Server model it requires more information about the endpoint2 client.  The location server responds and gives more precise information with IP details to endpoint1 to establish the connection.  Then invite is sent by using this information from the location Server.  The user agent sends the alert with a ring.  With SIP ACK OK the communication is started to be established.  After the last ACK message received from endpoint1 SIP finishes the process for the call establishment.  The important difference in between the calls below is that Proxy Server involved in all the messages sent and it forwards the messages in between the participants.
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Figure 1.4: SIP Call [27].

On the SIP headers there are response codes that tell the status of the connection.  In table 1.2 these response codes and functions are displayed.

	Response Codes 
	 

	Response Code Prefix
	Function

	1xx
	Searching, ringing, queuing

	2xx
	Success

	3xx
	Forwarding

	4xx
	Client mistakes

	5xx
	Server failures

	6xx
	Busy, refuse, not available anywhere


Table 1.2 Response codes and functions in SIP

SIP has advantages over other signaling protocols.  In the below figure the call flow for d H.323 and SIP are compared.  SIP usage has increased in the communication industry because it is a new protocol and it makes it easier to create communication between the endpoints..
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                                        Figure 1.5 Call Setup Sample Using H.323 vs SIP

As you can also see from Figure 1.5 above call establishment is pretty straightforward and it offers a lot of flexibility unlike the other protocols.  It doesn’t care about the media type or transport type for exchange.  It also has a number of optional fields that can contain user specified information.  Communication between the endpoints can be handled with intelligent call handling decisions.  Another very  important feature of SIP is its syntax which is very similar to the Hypertext Transfer Protocol (HTTP).  Transactions are assigned to a command sequence.  It can support capabilities other than just signaling operations.  It can support a session via multicast, single unicast or a combination of these.  It does not act as a media gateway and does not support any media streams.  Differentiating SIP from other protocols, one of its best capabilities is the support for mobile users.  The mobile capability is for the users not for the terminals [26]. 

1.3 Media Control Protocols

1.3.1 RTP Protocol

The RTP protocol gives text arrival in the correct order, without duplications, and with detection and indication of losses.  It also includes an optional possibility to repeat data for redundancy to lower the risk of loss.

The header of the RTP packet has the following format in Table 2 [20]: 
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Table -2 : RTP (Real Time Protocol) Packet Header

The header fields have the following meaning: 

V: Version of protocol. 2 bits are reserved for the RTP version.  The current version is 2.  Version 1 was an earlier IETF draft.

P: Padding bit. If this bit is set, the packet contains padding bytes at the end.  It is optional, and may be used for adjusting the RTP packet size to the size required by a lower layer protocol, e.g., some encryption layers.  The last byte of the packet tells how many padding bytes are in the packet. 

X: Extension bit.  If this bit is set, the basic header is followed by a 32-bit extension.

CC:  The four bit Contributing Source (CSRC) count.   When a set of RTP streams are processed by a mixer, the mixer inserts information about the original sources of the information in the headers of the RTP output stream.  If the RTP stream hasn’t been processed by a mixer, the CSRC count field contains zero; otherwise it contains the number of mixed sources.  CSRC identifiers follow the fixed header. 

M: Marker bit.  The application using RTP defines the meaning of this marker bit, and whether a packet is marked.  This bit could be used, for example, to mark the start packet of a video frame. 

Payload Type (PT): Payload type is the kind of information the RTP packet is carrying.  It is the real time information in the packet.  Several types of payloads are defined .  Its format is completely free and must be defined by the application or the profile in use.  Each application must define or refer to this profile created for the payload format. 

Sequence number:  The sequence number must be increased by one for each new transmitted packet.  The receiver uses it to recover the original sequence of the packets.  It might also be used to determine if there are lost packets and in the process of retrieval of redundant text, reordering text and marking missing test.  The initial sequence number is random in order to make decryption of the packets more difficult, in the case that the data stream is encrypted somewhere in the communication process. 

Timestamp: This field stores the sampling instant of the first byte in the packet payload.  This field is used to synchronize different data streams (for example, in a mixer, or when using more than one data stream in the communication, such as in audio and video conference) and to extract quality of service statistics. 

SSRC (Synchronization source):  Source of an RTP stream, identified by 32 bits in the RTP header.  This number identifies the source of the RTP packets, and it is chosen randomly.  It has to be unique, so all the data streams of a certain source may be clearly identified for decoding and playback on the receiver (each SSRC maintains its own counters for sequence numbers and timing, so it’s very important that this number is unique).  Once a node chooses a SSRC, it verifies via RTCP to see if the chosen number is unique. 

CSRC list: If the CSRC count is greater than zero, the identifiers for the contributing sources of this packet are listed.  There is room for up to 15 identifiers; if there are more than 15 contributors only the first 15 are listed.  This is not used in H.323 [20].

RTCP Protocol

RTCP is used to transmit control packets to participants from time to time regarding a particular RTP session.  The packets will contain information to exchange between the participants like the connection, such as statistics, user and control details.  The number of participants information will be known and participants will know who listens on the RTCP port.  The most useful information found in RTCP packets is the quality of transmission in the network.  This will adjust the control data rate and allow the protocol to scale if there are a large number of connections.  This will help to limit the bandwidth as well.  There are five different types of RTCP packets, namely: sender report, receiver report, source description, end of participation and application specific functions.  Sender reports contain transmission and reception information for active senders.  The station informs the other stations in the network how is it performing and the statistics collected from each participant.  For each of the stations, the sender will get the information about the fraction of packets lost, the number of packets lost, the highest sequence number received, an estimate of arrival of jitter packets, the timestamp of the last report received from the station, and the time elapsed since the reception of the report [34].  The Receiver report has reception information for listeners.  These are not active senders.  The packet format is the same as the sender format described above, however it does not contain senders information.  Source description RTCP type packets contain source information and in each element SSRC or CSRC details.  It describes various parameters about the source including the CNAME.  This packet is sent by all participants and used for identification purposes.  The source description can carry the related name of the participant, e-mail address, and phone number, and geographic user location, exceptional information about the status of the user, private extension items and the name of participant used for communication.  The End of participant packet is sent by a participant when he leaves the conference.  There is also an application specific functions packet used for development purposes [24].

RTCP XR (RTP Control Protocol Extended Reports)

A management protocol is introduced to be able to measure call quality and diagnose problems.  It can be implemented into the applications or gateways.  The metrics for this protocol are call quality related metrics.  They are periodically exchanged between gateways and IP phones [32].  Packet loss and discard, delay, signal, noise and echo levels, call quality and configuration data are the metric parameters used.  After this information exchange between IP phones and gateways, call quality and diagnostic data can be retrieved from the gateway using SNMP or some other management tools.  Gateway reports echo and signal level to IP phones.  If a signal is too loud, too quiet or too noisy, call quality will be low.  If the IP endpoint has the echo cancellation on, RTCP XR will report it before the echo cancellation value [32].  As these messages can be exchanged between IP phones and gateways, this information can be collected remotely for diagnostic purposes.  RTCP will report the packet loss rate, round-trip delays, and end-system delays.  It can also report the call quality directly.  Access to such performance data for each IP phone on the enterprise network when you have a lot of users makes it easier to identify the problem.  RTCP XR also allows a probe or analyzer to monitor the messages by comparing  the endpoints and midstream measurements.  This information can be easily integrated into the call detailed records.  This is a new protocol that will be fully supported in mid 2004.  So there can be future testbeds created to measure VoIP quality on different systems.

The explanation below for this protocol header is from RFC3611 [33].

Each block has block type and length fields that facilitate parsing.  A receiving application can demultiplex the blocks based upon their  type, and use the length information to locate each successive  block, even in the presence of block types it does not recognize [33].   

	BT

	Type-specific

	Block Length



	

	Type-specific block contents


Table 3. Additional header fields in RTCP-XR

Block type (BT): 8 bits.  It identifies the block format.  Seven block types are defined in      Section 4.  Additional block types may be defined in future specifications.

Type-specific: 8 bits.  The use of these bits is determined by the block type definition.
Block length: 16 bits.  The length of this report block, including the header, in 32- bit words minus one.  If the block type definition permits, zero is an acceptable value, signifying a block that consists of only the BT, type-specific, and block length fields, with a null type-specific block contents field.

Type-specific block contents: variable length.  The use of this field is defined by the particular block type, subject to the constraint that it MUST be a multiple of 32 bits.  If the block type definition permits, it MAY be zero bits long.
This section defines seven extended report blocks: block types for  reporting upon received packet losses and duplicates, packet  reception times, receiver reference time information, receiver inter-report delays, detailed reception statistics, and voice over IP

(VoIP) metrics.  An implementation SHOULD ignore incoming blocks with types not relevant or unknown to it.  

This block type permits detailed reporting upon individual packet receipt and loss events.  Each block reports on a single RTP data packet source, identified by its SSRC.  The receiver that is supplying the report is identified in the header of the RTCP packet.

Choice of beginning and ending RTP packet sequence numbers for the trace is left to the application.  These values are reported in the block.  The last sequence number in the trace MAY differ from the sequence number reported on in any accompanying SR or RR report [33].

UDP & TCP Replacement

1.3.2 Stream Control Transmission Protocol (SCTP)

SCTP is a generic signaling transport protocol used to provide a reliable and fast way to carry other signals [46].  It is part of the Sigtran architecture which defines the transport components for the SS7 suite of protocols.  Since SCTP is a generic signaling transport protocol, it can be used to carry non-SS7 types of signaling traffic.  The SCTP protocol sits on top of IP replacing both TCP and UDP, offering better speed and reliability.  The layers above SCTP are generically called Upper-layer Protocol (ULP) which is used to describe any of the protocols directly above SCTP.  These can include a wide variety of protocols such as V5UA, IUA, M2UA, M2PA etc.  

The SCTP defines an SCTP Endpoint, which is the logical sender or receiver of the SCTP packets.  The SCTP Endpoint can have multiple IP addresses (called multihomed) but only one port number.  The multiple IP addresses enable fault tolerance in the network.  

An SCTP association defines the established relationship between endpoints.  The association is created before communication can exist and is terminated after communication ends.  Upper layers are not aware of these associations.

The SCTP protocol is made up of chunks and packets.   Communication is made through packets which are made up of a header and chunks.  The header contains the port number of the source and destination along with the IP address of the source and destination.  It also contains a verification tag to validate the sender packet.  The chunks follow the SCTP packet header.  There can be any number of these chunks, each of which contains a header and content.  Each chunk header contains an ID to identify the type of chunk, chunk flags, and a chunk length.  The chunk data follows the header, containing SCTP control or user information.

The SCTP packet is sent between endpoints with an established connection through a stream.  Each connection is comprised of more than one stream.  Each stream is a one-way logical channel between the connected endpoints.  SCTP is considered to be reobust, minimizing failures on the network.  It keeps the endpoints from becoming flooded with messages by implementing congestion control mechanisms and allows multiple IP addresses at endpoints allowing the sender to retransmit an unacknowledged packet to a secondary IP address.  As mentioned earlier, it was created to replace TCP and UDP with better speed and reliability.

VoIP TECHNOLOGY USED IN THIS PROJECT
1.4 SJphone

A PC voice client that allows you to speak with people over the internet.  SJphone uses VoIP technology to communicate from PC to PC, PC to Phone, and Phone to PC.   Any applications that use H.323 or SIP protocols can be used.  
See http://www.sjlabs.com for more information.

1.5 Microsoft NetMeeting

 A real time conferencing client in a web phone connection.  It allows point to point audio communication using the H.323 protocol.  See http://www.microsoft.com/windows/netmeeting/ for more information.

1.6 MSN Messenger

 Allows you to make phone calls over the internet using the SIP protocol.  
See http://messenger.msn.com for more information.

1.7 Intel NetStructure Host Media Processing (HMP)

 Provides a conference environment that uses a NIC to provide IP connectivity.  It supports H.323 and SIP protocols for call control and RTP/RTCP for media streaming over IP.  Up to 120 concurrent users can be connected with a mix of voice, speech and data transmissions.
SCOLD (Secure Collective Defense Project)

The SCOLD project, at the University of Colorado at Colorado Springs, investigates techniques for providing alternate routes when a primary route on the internet is made unserviceable from an attack [35].   These routes are setup by utilizing collective resources from participating organizations through a set of proxy servers with intrusion detection and secure Domain Name System (DNS) updates [35, 36].   

Organizations often have secondary gateways that can be used when the primary gateway becomes unserviceable.  In the case of an attack, the secondary gateways can be discovered and attacked also.  The SCOLD project provides a means of supplying a secondary gateway that is protected by the use of separate proxy servers and hidden IP addresses.  The proxy servers know the IP addresses of the alternate gateway and use an IP tunnel to send the packets from the source to the target address.

When a site is attacked, a security system is generally in place to detect it and alert the SCOLD system.  The SCOLD system then sets up the indirect route and updates the client site's DNS servers in a way that cannot be detected by the attacker.  The client then gets the address of the proxy servers and sends out packets.  These packets are sent through the IP tunnel to the target address.  The proxy servers are also designed to detect and block attacks.

For our project, the alternate route had to be setup by hand.  Yu Cai provided an IP tunnel between two machines using private IP addresses.  We called this the indirect route.  The direct route (route under attack) used public IP addresses.  Public and private IP addresses are not part of the SCOLD project but were used here for a lab mock-up of the SCOLD project.  The indirect route ended up being only one hop more than the primary route so caused no observable increase in travel time.  We found too that the CICSO phones used for conferencing would not recognize private IP addresses.  The CISCO phones could not be used by the indirect route because the SCOLD proxy machine looked only for the private IP addresses.   The SJphones and Intel Conferencing (HMP) software had to be reconfigured to acknowledge the private IP addresses.  Basically to use and observe the indirect route, much of the equipment had to be reconfigured.  We did manage to collect some interesting data that is described in later sections of this document. 
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Figure 1.1 SCOLD system testbed setup on VoIP environment
1.8 IP-IP Tunnel 

An IP-IP Tunnel allows an IP packet to be encapsulated in another IP packet [35, 36].  This allows one IP address to be redirected to another IP address.  It adds about 20 bytes of additional IP header to each packet.

The SCOLD project uses IP encapsulation to safely move a client's packets through an alternate route to a target address.  Although it is common to use both private and public IP addresses for IP Tunnels (like our lab example), the SCOLD project only uses the public IP addresses.

AGILENT TECHNOLOGIES ADVISOR-SW EDITION J1955A

The Advisor is a software based protocol analyzer that allows you to analyze 10/100/1000 BaseT Ethernet and Token Ring networks.  

The J1955A can be installed on a PC and requires an NDIS network interface card.  The PC becomes a node on the networks segment.  The protocol analyzer is then able to see all of the traffic occurring on the network segment.

Advisor allows you to answer questions such as:

· Are there problems on the network?

· How busy is the network?

· Who are the top talkers on the network?

1.9 Analyzer Features

1.9.1 Expert Analyzer 

Expert Analyzer is the main feature of the Advisor.  All of the features are accessible from this screen. You can choose to go into more detail by clicking on the screen to see more information.
1. Health Graph shows the relative health of the network.  The graph starts with 100% health and subtracts values for the Alerts, Warnings and DLL errors on the network.

2. Trend Graph shows the network trends for each protocol such as:

Utilization % which shows the proportion of Utilization % .

Bytes/Second the proportion of bytes/section

Frames/Second 

Broadcast Multicast

DLL Errors

Events

Active Connections

Active Stations

3. Spreadsheet  contains columns for:
Protocols
Utilization
Stations
Connections
Frames
Frames/Second
Normal
Alerts/Warnings

Each of the cells can be clicked on to find out more detail.

1.9.2 Protocol Commentators

Commentators analyze the frame sequences for a protocol in real-time and report on the events seen. 

1.9.3 Connection Statistics

Every active connection is shown, including the protocol and any problems found.

1.9.4 Node Discovery

Physical addresses, names, network addresses and events are shown for each node.

1.9.5 Network Vital Statistics

Utilization and DLL errors are shown for each node.

1.9.6 Line Vital Statistics

Provides an overview of the network Physical layer.

1.9.7 Decodes

Packet content is shown in detail and in hex format.

1.9.8 Filtering

Capture and display filters are available for selecting particular data to analyze.  Capture filters can be based on protocol, station addresses, MAC addresses.  Display filters allow selection of which frames to be shown.

TESTBEDS

1.10 VoIP on Network #1

Purpose:  Setup a simple two-way phone conversation with the analyzer on an active machine and observe.
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Protocols Observed:  Ethernet, UDP, SIP, SDP
Products Used: 

1.  Wait machine in UCCS computer lab
· wait.uccs.edu

· Public IP = 128.198.60.202

· microphone and speaker

2.  Wind machine in UCCS computer lab
· wind.uccs.edu
· Public IP = 128.198.60.204
· microphone and speaker
3.  SJphone
· A free software phone downloaded and setup on the UCCS lab computers.  The allow a machine to call another using its IP address.
4.  Agilent Technologies Advisor Analyzer
· Software Edition J1955A
Behaviors Observed:

· The analyzer is installed on one of the machines used as an SJphone.  The data collected shows SIP.

· Through the SJphone, Wind calls Wait using Waits IP address.

Wait responds through the SJphone.

Using microphones and speakers, we converse on Wait and Wind.

Wind hangs up.

Data File:  SIP_Wait&Wind_SJphone_16Nov.dat

Photo #1 for VoIP on Network #1 setup:
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This picture shows the IP and UDP information for on frame from Wait.uccs.edu to Wind.uccs.edu.   

Photo #2 for VoIP on Network #1 setup:
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This shows the UDP and SIP information for the same frame from Wait to Wind.  This is the second frame.  The first showed Wind “Inviting” Wait.  This frame shows Wait “Trying”.  The next frame shows Wait “Ringing”.

VoIP on Network #2

Purpose:  Setup a simple two-way phone conversation, putting the analyzer on a non-active machine, and observe.




Protocols Observed:  RTP
Products Used: 

1.  Dilbert machine in UCCS computer lab
· wait.uccs.edu

· Public IP = 128.198.60.23

· microphone and speaker

2.  Wind machine in UCCS computer lab
· wind.uccs.edu
· Public IP = 128.198.60.204
· microphone and speaker
3.  SJphone
· A free software phone downloaded and setup on the UCCS lab computers.  They allow a machine to call another using its IP address.
4.  Agilent Technologies Advisor Analyzer
· Software Edition J1955A
Behaviors Observed:

· The analyzer is installed on one of the machines that is simply on the subnet.  The data collected shows RTP, not SIP.

· Through the SJphone, Dilbert calls Wind using Winds IP address.

Wind responds through the SJphone.

Using microphones and speakers, we converse on Dilbert and Wind.

Wind hangs up.

Data File:  RTP_Wind&Dilbert_SJphone_16Nov.dat

Photo #1 for VoIP on Network #2: 
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This is the second frame sent from Wind.uccs.edu to Dilbert.uccs.edu.  The analyzer is on Wait.uccs.edu.

Photo #2 for VoIP on Network #2: 
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This shows the UDP and RTP information for the same frame fromWind to Dilbert.  This is the second frame.   Note that the analyzer is on Wait.uccs.edu.

VoIP on Internet

Purpose:  Setup a simple two-way phone conversation over the internet using MSN and observe.






Protocols Observed:  Ethernet, IP, UDP, RTP
Products Used: 

1.  Dilbert machine in UCCS computer lab
· wait.uccs.edu

· Public IP = 128.198.60.23

· microphone and speaker

2.  Wind machine in UCCS computer lab
· wind.uccs.edu
· Public IP = 128.198.60.204
· microphone and speaker
3.  MSN

· Used for communication over the internet.
4.  SJphone
· A free software phone downloaded and setup on the UCCS lab computers.  They allow a machine to call another using its IP address.
5.  Agilent Technologies Advisor Analyzer
· Software Edition J1955A
Behaviors Observed:

· The analyzer is installed on one of the machines that is simply on the subnet.  The data collected shows RTP, not SIP.

· Through the SJphone and MSN, Dilbert calls Wind using Winds MSN address.

Wind responds through the SJphone.

Using microphones and speakers, we converse on Dilbert and Wind.

Wind hangs up.

Data File:  WindDilbert_SJphoneToSJphone_internet_16Nov.dat

Photo #1 for VoIP on Internet:
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Photo #2 for VoIP on Internet: 
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Conferencing (NetMeeting)

Purpose:  Show the data and protocol stack from a three way conferencing call using NetMeeting.



Protocols Observed:  Ethernet, IP, UDP, RTP

Products Used: 

1.   Wind machine in UCCS computer lab
· wind.uccs.edu
· Public IP = 128.198.60.204
· microphone and speaker
2.   Dilbert machine in UCCS computer lab

· dilbert.uccs.edu
· Public IP = 128.198.60.23
· microphone and speaker
3.   Laptop added to network

· Public IP = 128.198.60.211

· microphone and speaker built in

4.   NetMeeting software
Behaviors Observed:

· NetMeeting is setup on three machines; Sherry on Dilbert.uccs.edu, Hakan on Wind.uccs.edu, and Adem on the laptop.

· Adem calls Hakan

Hakan accepts

Sherry calls both Adem and Hakan

Adem and Hakan accept

Data File:  NetMtg_3way_16Nov.dat

The data captured by the Agilent Analyzer resembles the data shown with the pictures of VoIP on the Network #2 in a previous setup.  It shows the RTP packets over UDP and IP, which was expected.  The SIP will only be seen if sent in the middle of the call, which is not the case in this example.

Conferencing (HMP)

Purpose:  Show four-way voice conferencing using Intel's Netstructure Host Media Processing (HMP) Demo.







Protocols Observed:  Ethernet, IP, UDP, RTP

Products Used: 

1.  Wait machine in UCCS computer lab
· wait.uccs.edu

· Public IP = 128.198.60.202

· microphone and speaker

2.  Ardor machine in UCCS computer lab
· ardor.uccs.edu
· Public IP = 128.198.60.26
· microphone and speaker
3.   Laptop added to network

· Public IP = 128.198.60.211

· microphone and speaker built in

4.  CISCO IP 7960 Series Phones
· VoIP telephones

5.  HMP conferencing software 
· Intel's Netstructure Host Media Processing Demo with license until 25Dec03
6.  Agilent Technologies Advisor Analyzer
· Software Edition J1955A
Behaviors Observed:

· A phone calls the conferencer which then communicates with everyone.

· The analyzer was setup to filter SIP but we didn't see it in the captured data.  Only RTP was observed.  This is because the data captured is the data stream, not the setup information.

Data File:  RTPwhy_4way_16Nov.dat

The data captured by the Agilent Analyzer resembles the data shown with the pictures of VoIP on the Network #2 in a previous setup.  It shows the RTP packets over UDP and IP, which was expected.  The SIP will only be seen if sent in the middle of the call, which is not the case in this example.

1.11 SCOLD route with two way phone conversation

Purpose:  Setup a conferencing call using the Wind machine as the conference server with two VoIP telephones attached to it.  Observe whether the conference calls 


Protocols Observed:  SIP
Products Used: 

1.  Wait machine in UCCS computer lab
· wait.uccs.edu

· Public IP = 128.198.60.202

· Private IP = 192.168.10.1
· SJphone, microphone and speaker
· Windows 2000
· Windows 2000 Advanced Server 
2. Vinci machine in UCCS computer lab
· vinci.uccs.edu
· Public IP = 128.198.60.193
· Private IP = 192.168.11.1
· Red Hat Linux
3. Wind machine in UCCS computer lab
· wind.uccs.edu
· Public IP = 128.198.60.204
· Private IP = 192.168.12.1
· SJphone, microphone and speaker
· Windows 2000 Server
4. Agilent Technologies Advisor Analyzer
· Software Edition J1955A
· On Wind

      5.   Ethereal Utility

· On Vinci

Behaviors Observed:

· Before setting everything up, we had to configure the SJphones on Wind and on Wait to communicate with the private IP addresses.  This is because the change to the indirect route is done by hand.  The equipment cannot follow automatically.  The conferencing software had to be reinstalled in order to recognize the DTMF (tones).

· The CISCO phones would not recognize the private IP addresses and could not be programmed to do so.  Because of that, they were not recognized by the SCOLD proxy, vinci.uccs.edu.

· The private and public IP addresses actually have nothing to do with SCOLD.  They are used in these examples because the indirect route is setup by hand.

Data File:  SCOLD_SJphone_indir_25Nov.dat on Wind from Agilent Analyzer

Photo #1 for SCOLD using SJphones: 
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Photo #2 for SCOLD using SJphones: 
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Photo #3 for SCOLD: 
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This picture shows the data captured by the Ethereal utility when run on the vinci.uccs.edu machine.

SCOLD route with Conference Call

Purpose:  Setup a conferencing call using the Wind machine as the conference server with two VoIP telephones attached to it.  Observe whether the conference calls 




Protocols Observed:  SIP
Products Used: 

1.  Wait machine in UCCS computer lab
· wait.uccs.edu

· Public IP = 128.198.60.202

· Private IP = 192.168.10.1
· SJphone, microphone and speaker
· Windows 2000
· Windows 2000 Advanced Server 
2.   Vinci machine in UCCS computer lab
· vinci.uccs.edu
· Public IP = 128.198.60.193
· Private IP = 192.168.11.1
· Red Hat Linux
3.  Wind machine in UCCS computer lab
· wind.uccs.edu
· Public IP = 128.198.60.204
· Private IP = 192.168.12.1
· SJphone, microphone and speaker
· Windows 2000 Server
4.  CISCO IP 7960 Series Phones
· VoIP telephones

· IP address 128.198.60.210

· IP address 128.198.60.211

5.  Agilent Technologies Advisor Analyzer
· Software Edition J1955A
· On Wind

      6.   Ethereal Utility

· On Vinci

Behaviors Observed:

· Before setting everything up, we had to configure the SJphones on Wind and on Wait to communicate with the private IP addresses.  This is because the change to the indirect route is done by hand.  The equipment cannot follow automatically.  The HMP conferencing software had to be reinstalled in order to recognize the DTMF (tones).

· The indirect route worked the same for the conferencing calls as it did using the two SJphones, except that the CISCO phones would not recognize a private IP address and consequently never used the indirect route.  In a real SCOLD attack situation this would not be an issue because the IP addresses are always the public addresses and the change to the indirect route is automated.

Data Files:  

· SCOLD_sjphone_indir_25Nov.dat on Wind from Agilent Analyzer

· /root/voiplog on Vinci from ethereal

NETWORK ERRORS


1.12 Excessive Retransmission

This is a Transmission Control Protocol (TCP) warning message.  If the threshold is low, this warning will occur.

Causes:

· More than three consecutive TCP frames have been retransmitted.

· The connection has had less than ten frames transmitted and

· Two TCP retransmissions out of three or four transmitted frames.

· Three TCP retransmissions out of five, six, or seven transmitted frames.

· Four TCP retransmissions out of eight or nine transmitted frames.

· The connection has had more than ten frames sent and the user defined value in the TCP Excessive Retransmission % field was exceeded during the last 32 packets.

Things to Check:

· TCP Timeouts occur if the intervening network has a drop in performance that prevents Acks from responding in time.  The intervening WAN links may be overloaded.

· If the client side is always sending the retransmissions because of overdue Acks, the server may be overloaded supporting too many sessions.

· If the server side is always sending the retransmissions, the client may be an underpowered system.  The client’s cache may not be set to the optimum values.  More memory may need to be allocated for the network connections on the client.

· If there are devices with slow performance or unable to gain access to the LAN, especially Ethernet, because of high network utilization, an intervening bridge or switch or router may be discarding frames.

· If the IP layer is experiencing fragmentation, the standard IP Reassembly Timeout may be set too low for slow network performance.

· Faulty physical connections can cause noise in the physical layer.

· If the destination address is not receiving the segments before they timeout, the cause may be IP Low TTL packets. 

1.13 Reset Connection

This is a Transmission Control Protocol (TCP) warning message generated as a result of an abnormal termination of the connection.

Causes:

· A server dropping connections because of misconfigured resources or router problems.

· A user aborting a connection due to slow response from a server.

· Reset Connection is used by many browsers to shut down their HTTP connections.  The TCP protocol is followed more closely by newer browsers.

Duplicate Address

This is a Internet Protocol (IP) alert message.  

Causes:

· A router many be reported for a short time until it is identified as a router.

· The value of the IP Duplicate Address Delay Parameter in the TCP/IP configuration may be increased in order to avoid false identification of a router as a duplicate address.

Things to Check:

· Users complaining of erratic TCP connection losses, or ICMP warning messages from routers.  Use the ARP command to see if multiple MAC addresses are using the same IP address.

1.14 Y2K : UDP Probable Violation

This is an Alert message.  It occurs when the number of Y2K violations in a frame exceeds the Alert Match Threshold.in the Analyzer. 
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Things to Check:

· Drilling down in the Decode measurement shows the application with the possible violation.  If the application is supposed to be Y2K compliant, you can report the problem to the vendor.

CONCLUSIONS

Manual test: In the real world this setup will be automatic, not manual.  
SIP indirect routing tunnel.  The voice connection was blocked on the indirect route but was easily reestablished when the physical connection was reestablished.

SCOLD delay: Network connection delay was not measurable with this experiment because the primary and secondary paths were manually switched and there was only one extra hop.

1.15 Lessons Learned

· The IP tunnel required the installation of the Windows 2000 Advanced Server.   

· When the IP tunnel was setup by Yu Cai to replicate the indirect route, it had to be done by hand.  In the real world, this would be automatic.

· In the real world, private and public IP addresses will not be associated with SCOLD.  This made the routes easier for Yu Cai to setup and manipulate by hand.  The computers also had to be installed with two NIC cards, one for public and the other for the private IP addresses.

· The SCOLD software can only be run on a UNIX machine so the tunnel was setup with a Red hat Linux machine Vinci.uccs.edu as the SCOLD proxy.  But the Agilent Analyzer must be installed and run on a Windows 2000 (or earlier) PC.

· It looked like the tunnel was not working, when in fact the setup was going through the indirect route but the data was going through the direct route.  The vinci machine (SCOLD proxy) was setup to only see private IP addresses but the SJphones and conferencing software were setup to see public IP addresses.  In order to see ALL data on the indirect route, all equipment had to be reconfigured to use the private IP addresses.

· The Agilent Analyzer collects data from the entire subnet when the analyzer is connected as a node because it acts like a node on the subnet. 

· The Agilent Analyzer cannot connect the SIP protocol information unless the analyzer is on an active machine.  For example, when the SJphone and the analyzer were both on Wait then Wait and Wind communicated through SJphones, the analyzer saw the SIP protocol.  But when the analyzer was on Wait, but the SJphones were communicating between Wind and Dilbert, then the analyzer only saw RTP not the SIP protocol.

· We used the software edition of the Agilent Analyzer so could not trigger on events.  That requires specific analyzer hardware.

· The Analyzer collected Y2K errors on itself.

· In order for the SJphones to work properly on the indirect route, they had to be reconfigured internally to accept the private IP addresses instead of the public IP addresses.

· The Intel Netstructure Host Media Processing Software 1.1 (HMP) had to be reinstalled in order to accept the private IP addresses for the indirect route instead of the public IP addresses for the direct route. 

· The CISCO phones only recognize public IP addresses.

1.16 Future Areas for Research

· Evaluate QoS of VoIP on SCOLD systems after SCOLD is automated.

· Evaluate QoS of VoIP on SCOLD by involving PSTN to PC, PSTN to PSTN VoIP communications.

· Design and Evaluate testbeds with MGCP, H.323 and SIP.

· Design and Evaluate testbeds with RTCP XP.

· Detect and analyze VoIP traffic when the systems are connected to SCOLD

APPENDIX A- Data Files Collected

This shows a list of all the data files collected.  The significant setups and data are shown in detail and with pictures later.

All data was collected on the Wait machine unless otherwise specified.

SIP_SJphone_noAnswToWind_15Nov.dat

· Both Wind and Wait have SJphones, microphones and speakers.
· Run the SJphone on Wait and call Wind using Wind's public IP address.  Stop call on Wind's SJphone by pressing X.
· Look at the commentator menu.  The red and yellow alert will be displayed.
SIP_2phones&laptop&wait_dataonly_15Nov.dat SIP_2phones&laptop&wait_setup&data_15Nov.dat

· Setup Wait with Intel conference code, Ardor, laptop (128.198.61.26) with SJphones, microphones, speakers, AND two CISCO phones (128.198.60.213 & 128.198.60.212) to conference.

· Ran out of resources. 

· Intel had given Hakan only three day license.  When the license ended, the conferencing software would only allow two resources.  Bummer.  Hakan requested and received a license for the software until 25Dec03 which is used successfully later.

SIP_SJphone_wait&ardor_15Nov.dat

· The speaker on Wait or the microphone on Ardor does not appear to work.

· No speech shown in the data.  Message size = 0.  Why?

SIP_Wait&Wind_SJphones_16Nov.dat

· Both Wait and Wind machines have SJphones, microphones and speakers.

· This shows the SIP protocol. 

· The analyzer is on the Wait machine.

SIP_Wind&Dilbert_SJphones_16Nov.dat

· Both Wind and Dilbert machines have SJphones, microphones and speakers.

· No SIP protocol appears, only RTP.

· The analyzer is on the Wait machine.

WindDilbert_SJphoneToSJphone_internet_16Nov.dat

ArdorDilbert_SJphoneToMsn_16Nov.dat

· Both data files collected data between two machines using SJphones, microphones and speakers but over the internet instead of the network.

RTPwhy_4Conf_16Nov.dat

· Conferencing was setup so that the Laptop has IP 128.198.60.211 and the Intel Conferencing software.  The Wait machine has the analyzer and SJphone, speaker, and microphone.  The Ardor machine is setup with an SJphone, speaker and microphone.  There are also two CISCO phones, 128.198.60.212 and 128.198.60.213.

· Only RTP not SIP is seen during the interaction. 

· The RTP is a media stream protocol and SIP is a setup protocol.  For conferencing we only see RTP (H.323).

NetMtg_3Way_16Nov.dat

· On Wind, Dilbert and Laptop (128.198.60.211) NetMeeting was installed and Hakan, Sherry and Adem signed on in that order.

· Adem calls Hakan, Hakan accepts, Sherry calls Hakan and Adem, both accept.

· Filtered RTP (H.323)

SCOLD_NormalRoute_22Nov.dat

· Data on normal route between Wind and Wait using SJphones.

SCOLD_PrivateRoute0_22Nov.dat

SCOLD_PrivateRoute1_22Nov.dat

· The private route uses an IP tunnel setup by YuCai.  In connection stats look at the IP addresses 128.198.60.204 (Wind) and 128.198.60.202 (Wait).  It does not look like they are communicating on the indriect route.

SCOLD_SJphone_indir_25Nov.dat

· This setup was like the SCOLD picture in the section of this document that describes SCOLD.

· Wind and Wait were setup with SJphones along with speakers and microphones.

· Wait, Wind setup Wait SJphone calls Wind using private IP address.  Wind received the call from Wait.  Analyzer sees SIP.  Vinci running ethereal sees SIP also.

· See the data /root/voiplog below.

· Data was not significantly delayed along the private route but remember that this was all setup by hand and there was only one additional hop.  Normally this would be automatic and we won't know the number of hops.

/root/voiplog

/root/screenshot1.png

/root/screenshot2.png

· Data and screen shots on Vinci collected with Ethereal utility.

· These should be viewed along with the SCOLD_SJphone_indir_25Nov.dat data collected using the Agilent Analyzer on the Wait machine.  See above.

· Sees SIP.

SCOLD_conf_indir_25Nov.dat

· The Wait machine contains the analyzer, SJphone, speaker and microphone.  The Wind machine contains the conferencer software, and is VoIP server.  Two CISCO phones are connected to Wind as is Wait.  Between Wait and Wind is Vinci, the SCOLD proxy.  We had to use a private switch that would recognize the private IP addresses.  The UCCS switch does not recognize private IP addresses.  The conferencing software had to be reinstalled to recognize private IP addresses. 

· The CISCO phones only recognize public IP addresses so they could not communicate over the indirect route.  The SCOLD proxy server, in this lab experiment, only recognized private IP addresses.  In the real world, the SCOLD proxy servers will only use public IP addresses and will handle the change to the alternate route automatically.

APPENDIX B- Analyzer Setup

This section describes how the Agilent Analyzer was setup for this project.  Please refer to the Agilent Technologies Advisor SW Edition Getting Started Guide for more detailed information.

The J1955A Advisor SW Edition can be downloaded from: 

http://we.home.agilent.com/cgi-bin/bvpub/agilent/Product/cp_Product.jsp?NAV_ID=36885791.536882782.00&LANGUAGE_CODE=eng&COUNTRY_CODE=ZZ
Recommended PC requirements:

· Pentium Class 300 MHz Pentium II  or greater

· 128MB of memory

· 1 GB hard drive

· 40 MB of hard disk space

· Windows 98/2000/NT 4.x operation system

· NDIS network Interface card (NIC or PCMCIA)

· Does not run on Linux

Decodes more than 240 protocols including the several required to analyzer our project:

· Voice over IP

· TCP/IP

· UDP

· RTP

· SIP

· H.323

Other issues to address while using this analyzer:

· Must be Administrator on the PC in order to be able to see the NIC cards

· A 45 day evaluation copy is available; Dr. Chow has a permanent license key.

Analyzer Features Used for this Project:

1. Filtering

· Click on the Decode Menu

· Select the Filter Button

· Expand Protocol Filters

· Select the protocols of interest

2. Network Connections (fondly called the bucky ball)

· Click on the Connection Stats Menu 

The diagram of the nodes and connections appears in the top of the display.

3. Error and Warnings

· Click on the Commentator Menu

· Expand the message for more detailed information

4. Loading Data Files

· Select the File from the top menu

· Select Load Data

· Refer to the Testbed or Appendix A of this document for the names of the data files.

GLOSSARY

ACK: Acknowledgement

ARP: Address Resolution Protocol

Codecs: Decoder / Encoder

CSRC: Contributing Source Count

DLL: Data Link Layer

DNS: Domain Name Server

DTMF: Dual Tone Multiple Frequency

GCF: Gatekeeper Confirmation

GRJ: Gatekeeper Rejection

HTTP: Hyper Text Transfer Protocol

IETF: The Internet Engineering Task Force 

IP: Internet Protocol

ISDN: Integrated Services Digital Network

ITU: International Telecommunications Union

LAN: Local Area Network

MAC: Media Access Control

MGCP: Media Gateway Control Protocol

MIME: Multiple Purpose Internet Mail

NDIS: Network Driver Interface Specification

QoS: Quality of Service

PSTN: Public Switched Telephone Network

RTP: Real-time Transport Protocol

RTCP: Real-time Transport Control Protocol

RTCP-XR: Real-time Transport Control Protocol Extended Reports

SCOLD: Secure Collective Defense Project

SCTP: Stream Control Transmission Protocol

SDP: Session Description Protocol

SIP: Session Internet Protocol

SMTP: Simple Mail Transfer Protocol

SNMP: Simple Network Management Protocol

SSCR: Synchronization Source

TCP: Transmission Control Protocol

TTL: Time To Live

UDP:  User Data Protocol

VoIP: Voice over Internet Protocol

WAN: Wide Area Network

Y2K: Year 2000

XML:  Extensible Markup Language 

XoIP: Media over IP 
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