	

	Speed, Duplex 

and the 

Auto-Negotiation Function 

c.s. 522

12/14/2002

Mark R. Erickson


Table of Contents

11.
Introduction

2.
Project Design
2
2.1 Objective
2
2.2 Methodology
2
2.3 Organization
3
3.
Auto-Negotiation Overview
5
3.1 OSI Model Integration
5
3.2 Auto-Negotiation Transmission Timing Requirements
5
3.3 Data Transmission Contents
6
3.4 Detection of a device’s Auto-Negotiation capabilities
6
3.5 Resolving Device Capabilities
6
4.
CSMA/CD
8
4.1
OSI Model Integration
8
4.2
Transmission and Reception without Contention
9
4.3
Collision Detection
9
4.4
Collision Resolution and Re-transmission
10
5.
TCP Retransmission Timeouts
11
6.
Test Environment
11
6.1 Hardware
11
6.2   System Configurations
12
6.2.1 Configuration A
12
6.2.1 Configuration B
12
6.2.1 Configuration C
12
8.
Testing Results and Analysis
14
8.1 Testing Overview
14
8.2 10Mbps Full Duplex
14
8.3 10Mbps Half Duplex
15
8.4 10Mbps with a Duplex Mismatch
16
8.5  100 Mbps Full and Half Duplex
18
8.6 Network, Processor, OS and FTP Server Impacts
18
Conclusions
22
References
25


List of Figures

2Figure 1. Network System Overview


5Figure 2. OSI Reference Model with Auto-Negotiation [3]


5Figure 3. Auto-Negotiation - Fast Link Pulse


6Figure 4. Link Code Word Description


8Figure 4. OSI Reference Model for CSMA/CD [2]


9Figure 5. CSMA/CD Media Access Control Functions [x]


10Figure 6. Half Duplex CSMA/CD Transmission Sequence




List of Tables

7Table 1. Auto-Negotiation Priority Resolution


10Table 2.  Parameter Values for CSMA/CD Implementation for 10/100 Mb/s


11Table 3.  Network Device Specifications


12Table 4.  System Device Specifications


15Table 5.  10Mb/s Full Duplex Testing Summary


16Table 6.  10Mb/s Half Duplex Testing Summary


17Table 7.  10Mb/s Duplex Mismatch Testing Summary


18Table 8.  100Mbps Full and Half Duplex Testing Summary


21Table 9.  System (CPU, Network, OS) Configuration Impacts Testing Summary





1.
Introduction

Auto-Negotiation is a widely implemented IEEE 802.3u defined function to handle the speed and duplex configuration between systems.  Unfortunately this function is widely misunderstood and used.  One of the main reasons for this is due to a misunderstanding of its capabilities.  It isn’t a system for automatic detection of speed and duplex.  In systems using a mix of technologies such as 100Mbps, 10Mbps, full and half duplex a significant degradation is system performance can occur without proper system configuration.  Auto-Negotiation can make system setup easier but only if the limitations of the standard and the equipment is comprehended.   Speed and duplex configurations are often overlooked, but they provide the building blocks for higher-level functions and protocols to build upon.

2.
Project Design

2.1 Objective

The objective of this project is to measure the current performance of an existing network system and find a method to improve the performance with minimal cost. Figure 1 contains an overview of the system.  While the many of the components are based on 10-year-old technology, there is not a requirement to replace the hardware for raw performance reasons, nor would it be financially feasible due to the large number of systems in deployment.  The real issue is the limitations of the hardware systems for configurations of speed and duplex.  The hub is a Bay Networks 5000 designed before the development of the 802.3u Ethernet Auto-Negotiation function and therefore it doesn’t follow the standard.  The second component of the system is a string of IBM 300PL Intel x86 systems running Solaris 2.5.1 with an onboard Intel 82558B onboard NIC.  The NIC driver for the system is one of many currently deployed with poor performance or undocumented configuration parameters.  The Internet is filled with hardware /OS specific Auto-Negotiation configuration issues and there is not a consensus on the ideal solution.  This project will be limited in scope to the specific hardware discussed. 
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Figure 1. Network System Overview

2.2 Methodology

This project was broken into three phases.   The first phase of the project was to review the standards and functions involved in this communication problem.  This includes the Auto-Negotiation function, to understand how two system should perform if the function is used or understand the behavior if one system is not conforming to the function.  CSMA/CD was also reviewed to understand the role of duplex in networked systems and how the systems would behave when duplex mismatches arise.  The third component reviewed is how TCP timeouts are used, since TCP is at the base of the FTP used the experiments and CSMA/CD will not handle recovery in full duplex mode.

Phase two of the project was to perform an exhaustive search of documents on Auto-Negotiation specifically related to the 82557 family of network interface controllers, and Solaris 2.5.1 based on x86 architecture.  This was a key component to gain control speed and duplex control of the NIC, since it was undocumented in the standard documentation [6].  

The third phase of this project was to characterize the performance of the systems in various configuration states for speed and duplex.  Other factors that also influence the transfer of data were also analyzed. For instance: processor speed, networking systems (hub, switch, direct connections) and processor utilization to determine what which configuration would provide for the best performance while minimizing the cost.

2.3 Organization

This paper is organized in 3 main sections.  Sections 3, 4, and 5 are a review of the Auto-Negotiation function, CSMA/CD, and the TCP.  A thorough understanding of these functions and protocols are necessary to understand system performance.  Section 6 is a detailed list of the equipment and configurations used in the experiments.  Section 7 is a review of the experiments and an analysis of the results. Finally Section 8 contains the conclusion and areas for further investigation.

3.
Auto-Negotiation Overview

The Auto-Negotiation function is part of the IEEE 802.3 Standard.  It is described in full detail in Clause 28 [3].  The basic function of Auto-Negotiation is to allow a device to advertise its operational modes for duplex and speed to another device.  The second function of Auto-Negation is to properly detect the advertised capabilities of another device and reach a mutually agreed upon mode for duplex and speed that maximizes the capabilities of both devices.

3.1 OSI Model Integration

Auto-Negotiation is performed in the Physical Layer, and removes any impact from the upper layers of the OSI reference model.  It is performed at the lowest sub-layer of the physical layer.







PMA = PHYSICAL MEDIUM ATTACHMENT
PCS = PHYSICAL CODING SUBLAYER
AUTONEG = AUTO-NEGOTIATION

Figure 2. OSI Reference Model with Auto-Negotiation [3]

3.2 Auto-Negotiation Transmission Timing Requirements

Auto-Negotiation is based upon the 10BASE-T link integrity test pulse sequence or the Normal Link  Pulse (NLP).  The NLP consists of a signal pulse transmitted every 16 ms (+/- 8ms) [3].  Auto-Negotiation builds on this by using a burst of pulses transmitted during the same time sequence.  This burst of pulses is referred to as Fast Link Pulse (FLP) and contains the actual information to perform the Auto-Negotiation function.

        …                                           ….

0ms                                       16ms (+/-8ms)
Figure 3. Auto-Negotiation - Fast Link Pulse 

3.3 Data Transmission Contents

Each FLP contains the necessary information to perform Auto-Negotiation.  Specifically it contains the operation modes a device is capable of.  This information is contained within 16 bits and is referred to as a link code word.  There are three parts of the link code word.  The first part is 5 bits and is called the Selector Field.  It is used to determine the type of message being sent by a device.  In most cases only 1 bit is set to logic 1 and this refers to a IEEE Std 80.3 type message(e.g. 00001).  The second part of the link code word is 8 bits long and is referred to the Technology Ability Field.  Each bit represents a technology level.  For instance if the first bit is set the device is capable of 10BASE-T only (e.g. 10000000).  If the first four bit are set to logic 1 the device is capable of 10BASE-T , 10BASE-T with full duplex, 100BASE-TX, and 100BASE-TX with full duple(e.g. 11110000).  The last 3 bits of the link code word are used for a device to communicate remote faults, acknowledgements, and the next page designator.  The acknowledge bit is set when a device has received another device’s link code word.  
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Figure 4. Link Code Word Description

3.4 Detection of a device’s Auto-Negotiation capabilities

This ACK bit is set after reception of at least three consecutive and consistent FLP Bursts.  This is one place where the Auto-Negotiation function breaks down and leaves a gap.  The problem lies in what should occur if a device doesn’t receive an acknowledgement.  

A parallel detection function allows detection of devices that are 100BASE-TX, 100BASE-T4, or 10BASE-T but do not support Auto-Negotiation.  This is accomplished through the NLP Receive Link Integrity Test, but only half duplex mode may be detected [3].
3.5 Resolving Device Capabilities

Once the devices have exchanged their duplex and speed capabilities a decision is required to select the speed and duplex configurations that will be used.  In most cases there will be several options.  This decision is resolved by following pre-defined hierarchal criteria.  The selection criteria are referred to as Highest Common Denominator (HCD).  Auto-Negotiation shall select the technology with the highest common technology between the two devices as defined in the Table 1 below.  The technology capabilities of the devices are exchanged in the link code word of the FLP.

Table 1. Auto-Negotiation Priority Resolution

	Technology
	Priority

	1000BASE-T full duplex
	1

	1000BASE-T
	2

	100BASE-T2 full duplex 
	3

	100BASE-TX full duplex
	4

	100BASE-T2
	5

	100BASE-T4
	6

	100BASE-TX
	7

	10BASE-T full duplex
	8

	10BASE-T
	9


4.
CSMA/CD

Carrier sense multiple access with collision detection (CSMA/CD) defines how a system will transmit data, how a system will react if the shared media is busy, and finally how errors are detected.  How the system behaves changes significantly depending on the duplex mode.  Below is an overview of the CSMA/CD functionality and it’s function in this project. 

4.1
OSI Model Integration

Collision detection is handled in the physical layer of the OSI model.  Collision avoidance and handling is performed in the MAC sub-layer of the data link layer.  There are two modes of duplex performed in the MAC sub-layer, half duplex and full duplex.  In half duplex mode all the nodes share the same medium.  For full duplex to function properly there are three criteria that must be meet.  The first is the media must support it. (e.g. 10BASE-T).  The second requirement is that only 2 stations share the same medium.  This eliminates any possibility of contention.  The third requirement is that both station be configured for full duplex.  We shall see that this where the contention lies when auto-negotiation is considered.  If 1 station is configured for half duplex and the other full duplex, we will have contention for the communication channel.  This distinct possibility is not addressed in the design of CSMA/CD.







PMA = PHYSICAL MEDIUM ATTACHMENT
PLS = PHYSICAL LAYER SIGNLING
PCS = PHYSICAL CODING SUBLAYER

Figure 4. OSI Reference Model for CSMA/CD [2]

4.2
Transmission and Reception without Contention

Figure 5 gives an overview of the functions provided by the MAC sub-layer for transmission and reception of data.  When the upper layers have information to transmit, it is passed onto the Transmit Data Encapsulation (TDE) function.  The TDE is responsible for insertion of a preamble, delimiting the frame, adding padding if necessary to fill the minimum length, inserting the source and destination address, and finally inserting a FCS using the CRC from the MAC client sub-layer.  The Transmit Media Access Management (TMAM) function is responsible for monitoring the carrier sense signal it receives from the physical layer.  Only when the carrier sense signal is clear and after inserting a delay will the TMAM pass the data onto the physical layer.  For full duplex operation the TMAM will not monitor the carrier sense signal [2].






Figure 5. CSMA/CD MAC Functions



Figure 5. CSMA/CD Media Access Control Functions [x]
During reception of information the Receive Media Access Management (RMAM) function monitors the receiveDataValid from the physical layer.  While this is on, the RMAM accepts bits from the physical layer.  Once receiveDataValid is off RMAM will truncate the frame to an octet boundary if necessary and pass the information onto the Receive Data Decapsulation (RDA) function.  The RDA performs several data integrity checks: destination valid, FCS check, Frame check sequence, Frame alignment, and reception to long.  This is where some of the critical indicators to transmission success are generated.  Many of theses errors will be used to determine the transmission and reception performance.   

4.3
Collision Detection

A node can experience a collision during the initial period of its transmission.  Once its signal has had time to propagate collisions theoretically should be eliminated since all other stations will have noticed the carrier sense signal and prevent any transmissions.  This works well for half duplex mode, but when a station is configured for full duplex mode on a half duplex system, the carrier sense signal is ignored by the layers above the physical layer (TMAM).  This creates contention for the media and delays and errors in the transmission of data.

4.4
Collision Resolution and Re-transmission

If a collision does occur, the physical layer recognizes the interference and turns on the collision detect signal.  This signal is transmitted to the TMAM of the MAC sub-layer.  A bit sequence called a JAM is sent to ensure all nodes have detected a collision.  The length of the jam is defined as 32 bits from Table 2 below.  The TMAM will then re-submit the data after a randomly generated time interval has passed.  Repeated collisions will cause this time interval to lengthen.  Eventually an attempt to transmit may be abandoned under the assumption the medium has failed or is overloaded.  For the devices used in this project the maximum number of attempts are 10.  See table 2.  A system operating in full duplex mode will not attempt to back off in the event of a collision.  The collision detect signal is never acknowledged for a full duplex configuration.

Table 2.  Parameter Values for CSMA/CD Implementation for 10/100 Mb/s

	Parameters
	10 Mb/s
	100 Mb/s

	slotTime
	512 bit times
	512 bit times

	interFrameGap
	9.6 us
	0.96 us

	attemptLimit
	16
	16

	backoffLimit
	10
	10

	jamsize
	32 bits
	32 bits

	maxUntaggedFrameSize
	1518 octets
	1518 octets

	minFrameSieze
	512 bits (64 octets)
	512 bits (64 octets)

	burstLimit
	N/A
	N/A



                    Channel       Delay      Transmission     Collision      JAM      Back off
 

                    Free


Figure 6. Half Duplex CSMA/CD Transmission Sequence

Figure 6 shows the sequence of events for how CSMA/CD handles a transmission sequence for half duplex mode in the event that a collision occurs.  The duration of the back off time if a collision occurs is a random number constrained by the formula:
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 where k = min(n, 10) and n is the number of retransmissions

 and r is the number of slot times to delay.  For this environment 
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The sequence for full duplex mode is greatly simplified as there is no check for a free channel, or any need for a delay.  The possibility of a collision is not considered so jam sequence and back off delay are not used.  This error handling for full duplex is performed by TCP.  Section 5 will describe this.

5.
TCP Retransmission Timeouts

Below is an overview of how TCP determines when a retransmission of data is necessary.  Only the case of an ACK not being received is described.  For this case a timer is used.  If the timer expires retransmission of the frame will occur.  A timer is set for each segment transmitted.  If the timer expires before an ACK is received then the segment is retransmitted.  The length of the timer is based on the variable, 
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 or the round trip time for the transmission and receipt of an ACK.  As the round trip time changes so will the timer.  This is given by the equations below [1].  As can be seen from the equations the timeout value is based on the average time for a transmission to receipt of an ACK plus an estimate for the standard deviation.  If the standard deviation is low, the timer will be approximately equal to the round trip time, as the variability increases the length of the timer will also increase.  The fact that this timer is continuously updated and based on the round trip time is important to understanding the behavior of a duplex mismatch connection as will be shown later.

The timeout value is typically the round trip time + 4*(standard deviation)
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The round trip time, 
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 is calculated with the formula below.
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is the time from a transmit to receipt of an ACK.

The standard deviation is calculated using:
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6.
Test Environment

6.1 Hardware

Table 3.  Network Device Specifications

	Device
	Maker
	Model
	Notes

	Hub
	Bay Networks
	5000
	No memory
Auto-Negotiation not supported
Shared media

	Switch 
	Cisco
	6000
	64K of buffers
Switched media

	Direct Connection
	
	
	10BaseT


Table 4.  System Device Specifications

	Device
	Maker
	Model
	CPU
	NIC
	Driver
	OS

	DUT01
	IBM
	300PL
	Pentium 500MHz
	82558B
	Intel Pro Rev B
iprb 1.4
	Solaris 2.5.1

	DUT02
	IBM
	300PL
	Pentium 500MHz
	82558B
	Intel Pro Rev B 
iprb 1.4
	Solaris 2.5.1

	PC
	IBM
	
	Pentium 696MHz
	Intel EtherExpress PRO/100 Mobile CardBus 32
	Intel EtherExpress PRO/100 Mobile CardBus 32
	Windows XP


6.2   System Configurations

6.2.1 Configuration A

The systems were connected using a simple Ethernet cable.  The eliminated any outside network influences to the data and minimized the hardware configuration impacts.  It was an ideal configuration to determine the influences and limitations of the computer NIC driver, OS, FTP server and cpu.  Each computer had an identical hardware, operating system, and software loaded, unless noted in the test.


6.2.1 Configuration B

This system configuration tested the possibility of a hardware solution to the speed and duplex configuration issue.  The switch incorporates the Auto-Negotiation function or hard coded configurations for speed and duplex.  The switch also adds a 64K buffer on each side for the transfer of data and an increasing the monitoring capabilities of the network. 


6.2.1 Configuration C

Configuration C is the similar to the current configuration in use.  All the hardware and software components are the same and should mimic any current issues.  The hub used doesn’t allow any monitoring of network traffic, nor does it conform to the 802.3u Auto-Negotiation function, or allow and manual coding of speed and duplex. It is only capable of 10Mbps at half duplex.


8.
Testing Results and Analysis

8.1 Testing Overview

The first 3 testing summaries, table 5-7 were used to measure the baseline performance of just the computers connected together through an Ethernet cable.  This eliminated any performance impacts from the switch or the hub affecting the testing results.  The objectives of the testing were to quantify how the NIC performed with Auto-Negotiation and manual setting for speed and duplex, the performance of a duplex mismatch, and what other factors influence the transfer rate.

One of the data points collected during the testing is “Expected Mismatch”.  This refers to if the configuration parameters are expected to generate a duplex mismatch based on the table in Appendix A.  The error counters were collected using the netstat command.  The definition of these counters is given in Appendix B.

8.2 10Mbps Full Duplex 

The first set of test summarized in Table 5, was to characterize the performance of the system configured for 10Mbps and full duplex.  Test 1 was to perform an ftp put and get with a 50Mbyte file between 2 identically configured systems.  As expected there was no difference between sending or receiving a file.  In full duplex mode collisions and late collisions if they occur would be observed at the physical layer, but ignored by the MAC sub-layer.  Theoretically they shouldn’t occur in this test.  No other errors were recorded as expected. 

The maximum transfer rate for a 10Mbps connection would be 1.25Mbytes/sec or 1250Kbytes/sec.  As the testing shows below the maximum rate achieved was 1100Kbytes/sec, or 88% of the maximum without considering any overhead.  This is likely due to a limitation of the NIC, OS, and processor speed.

For Ethernet the maximum segment size is 1460 bytes of which 40 bytes are header.  This leaves 1420 bytes for data.  For a 50Mbyte file we would expect at least 35,211 frames is the maximum segment size is always used.  The actual number of frames transferred was approximately 37,000.  Further testing and measure of the average frame size is needed to understand the reason for the difference.

Test 2 was to perform the ftp transaction at the same time on the 2 systems.  This would stress the bandwidth of the network more and highlight any issues.  As the results show this did provide a much heavier load on the system and the transfer rate decreased by 20%.  There was some variability in the transfer rates when a get and a put where performed at the same time.  This variability could be due to the slight variations in start times for the ftp on each system, since this was performed manually by hand, not by a script.  

The interesting result observed throughout the experiments was that the initial FTP transfer time was often times slower and was discarded in the calculation of average transfer rates.  The reason for this is unknown.  One potential reason is a parameter such as window size or time-outs are not optimized at initiation.  

Table 5.  10Mb/s Full Duplex Testing Summary

	Test
	FTP
	Time (sec)
	Rate (KBytes/ sec)
	File Size

(MB)
	Packets In
	Packets Out
	Collisions
	Late Collisions
	CRC Errors
	Short Packets
	Speed/Duplex
	Expected Mismatch
	Notes

	1. DUT01
	
	45
	1100
	50mB
	37658
	4733
	0*
	0*
	0
	0
	10-FULL
	No
	Config. A

	1. DUT02
	PUT  to DUT01
	45
	1100
	50mB
	4733
	37658


	0*
	0*
	0
	0
	10-FULL
	No
	Config. A

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	2. DUT01
	PUT  to DUT02
	56-60
	830-900
	50mB
	48684
	42465
	0*
	0*
	0
	0
	10-FULL
	No
	Config. A

	2. DUT02
	PUT to DUT01
	56-60
	830-900
	50mB
	42443
	48720
	0*
	0*
	0
	0
	10-FULL
	No
	Config. A


* In Full Duplex Mode Collisions are ignored in the MAC layer and not recorded
8.3 10Mbps Half Duplex

The testing in Section 8.2 was repeated with only a change in duplex from full to half.  In half duplex mode there is contention for the media and collisions are to be expected.  The MAC sub-layer is responsible for managing the transmission of packers while avoiding colliding with in coming packets.  As the error statistics show this was managed very well as no serious errors were generated.  There were 12,967 collisions monitored on both sides.  The jamming signal sent by the TMAM is used to ensure both sides notice the collision and this worked flawlessly.  An interesting note is the number of packets transmitted didn’t change much although there was an increase in ACK’s versus full duplex mode. 

Test 1 showed only a 10% decrease in performance as the transfer rate decreased to 1000Kbytes per second.  Test 2 shows that a half duplex configuration becomes a major liability as the traffic increases as   the transfer rate decreases to 450 Kbytes/sec.  This is expected since the collisions increase by 3.5x and will require a retransmission. 

Table 6.  10Mb/s Half Duplex Testing Summary

	Test
	FTP
	Time (sec)
	Rate (KBytes/ sec)
	File Size

(MB)
	Packets In
	Packets Out
	Collisions
	Late Collisions
	CRC Errors
	Short Packets
	Speed/Duplex
	Expected Mismatch
	Notes

	1. DUT01
	
	50
	1000
	50mB
	37717
	5581
	12967
	0
	0
	0
	10-HALF
	No
	Config. A

	1. DUT02
	PUT  to DUT01
	50
	1000
	50mB
	5510
	37744
	12967
	0
	0
	0
	10-HALF
	No
	Config. A

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	2. DUT01
	PUT  to DUT02
	110
	450
	50mB
	50092
	45987
	40287
	0
	0
	0
	10-HALF
	
	Config. A

	2. DUT02
	PUT to DUT01
	110
	450
	50mB
	45988
	50092
	40287
	0
	0
	0
	10-HALF
	
	Config. A


8.4 10Mbps with a Duplex Mismatch

The testing in section 8.4 was performed to characterize the performance of the system with a duplex mismatch.  One outcome was to develop a set of indicators for a duplex mismatch for a situation where it was unknown if a mismatch existed.  In test 1 a file was transferred from a half duplex system(DUT01) to a full duplex system (DUT02).  The transfer rate was a horrendous 15Kbytes/sec.  On DUT01, the half duplex system, every collision recorded was a late collision.  This means the data had been entirely transferred out before a collision was recorded.  The full duplex machine, DUT02, as expected records no collision since this are ignored by the MAC sub-layer.  The Receive Data Decapsulation of the MAC sub-layer does perform a FCS check and in this case 3022 errors were noted.

The second part of this test was to perform a ftp in the opposite direction.  Under a properly configured system the performance would be identical.  However in this case, there is a significant difference.  When transferring a file from a full duplex machine, DUT02, to a half duplex machine, DUT01, the transfer rate increase to 67Kbytes/sec over 4.5x improvement from the reverse direction.  The errors on the half duplex machine were eliminated.  The difference in the rate of transfer can be explained as follows.  The full duplex machine will continue to send data until its window has shrunk to zero.  The window size has shrunk to zero because no acknowledgements have been received since the half duplex machine can never gain control of the media.  At this point the full duplex machine pauses, and waits for the TCP timer to expire.  As was shown in section 5 they are based on the transmission time to receipt of the ACK, since the ACK has occurred, the timer is longer than the time to transmits its window.  Once the full duplex machine has paused the half duplex machine notices through the carrier sense signal that the media is available.  At this point the half duplex machine sends an ACK.  This event starts the cycle again and the full duplex machine will transmit until its window size is 0.  This behavior was observed during the transmission as the transfer rate followed a fast-slow-fast-slow pattern.  This results in a relatively error free transmission, but clearly decreased rate.

This scenario is contrasted when a half duplex machine is sending to a full duplex machine.  In this case the full duplex machine will ACK when ready ignoring the carrier sense signal.  When the full duplex machine does ACK, it will often times collide with an in coming transmission from the half duplex machine.  The half duplex machine will see the collision and back off before retransmission for a timeframe given by the formula in section 4.4.  The full duplex machine ignores the collision and instead receives a frame.  However the frame will be corrupted due to the collision.  This is observed in the 3022 CRC errors recorded for dut02.  The lost ACK from the full duplex machine may result in the half duplex machine retransmitting frames, this combined with the back-off times for the half-duplex machine adds significant delay and retransmission of the data.  This explains the very poor transfer rate of 15Kbytes/sec.  This is only 1.5% of the performance without contention! 

Table 7.  10Mb/s Duplex Mismatch Testing Summary

	Test
	FTP
	Time (sec)
	Rate (KBytes/ sec)
	File Size

(MB)
	Packets In
	Packets Out
	Collisions
	Late Collisions
	CRC Errors
	Short Packets
	Speed/Duplex
	Expected Mismatch
	Notes

	1. DUT01
	PUT  to DUT02
	3400
	15
	50mB
	24987
	49888
	6087
	6088
	0
	0
	10-HALF
	YES
	Config. A

	1. DUT02
	
	3400
	15
	50mB
	43830
	31106
	0*
	0*
	3022
	1
	10-FULL
	YES
	Config. A

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	2. DUT01
	
	750
	67
	50mB
	tbd
	tbd
	3742
	0
	0
	0
	10-HALF
	YES
	Config. A

	2. DUT02
	PUT to DUT01
	750
	67
	50mB
	tbd
	tbd
	0*
	0*
	6
	40
	10-FULL
	YES
	Config. A

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	3. DUT01
	PUT  to DUT02
	3600
	14
	50mB
	tbd
	tbd
	13325
	7030
	0
	0
	10-HALF
	YES
	Config. A

	3. DUT02
	PUT to DUT01
	1100
	47
	50mB
	tbd
	tbd
	0*
	0*
	3543
	116
	10-FULL
	YES
	Config. A


* In Full Duplex Mode Collisions are ignored in the MAC layer and not recorded

8.5  100 Mbps Full and Half Duplex  

Test 1 shows the maximum capability of the NIC, OS, FTP server, and processor.  At 100Mbps and full duplex the system is only capable of transferring data using ftp at a rate of 2300-2400 Kbytes/sec, even though the network has a bandwidth of 12,500Kbytes/sec. There were no external impacts to the network during this time frame would have reduced the throughput. 

Test 2 shows that a 100MBps configuration with half duplex is also able to achieve 2400Kbytes/sec transfer rate. 

Table 8.  100Mbps Full and Half Duplex Testing Summary

	Test
	FTP 
	Time 

(sec)
	Rate

(Kbytes/ sec)
	File Size

(MB)
	Errors Recorded
	Connection
	Dut01 Config
	Dut02

Config
	Expected

Mismatch
	Notes

	1.
	PUT
	33 
	2400 
	81MB 
	Not measured
	Direct Cable
	100-FULL
	100-FULL
	No
	Config. A

	
	GET
	34 
	2300 
	81MB
	Not measured
	
	100-FULL
	100-FULL
	No
	Config. A

	2.
	GET/PUT
	21
	2400
	50MB
	Not measured
	100-HALF
	100-HALF
	100-HALF
	No
	Config A


8.6 Network, Processor, OS and FTP Server Impacts

The remaining tests were conducted to determine what other influences would impact the transfer performance. Some of the configuration changes made were to use a hub or switch to connect the computer, changing the host to a modern system running windows XP, and changing the transfer mode of the data.

Test 1 was conducted with a hub to connect the two computer systems and one of the computers was replaced with a higher performing PC.  The computers were placed in Auto-Negotiate mode, however the hub is not capable of Auto-Negotiation and is only able to operate at 10Mpbs and half duplex.  According to the table in Appendix A there should be no duplex mismatch.  Even though the hub doesn’t advertise its capabilities the NIC should step down to 10Mbps with half duplex.  The results from test 1 are inconclusive.  While there not was a major drop in performance as was shown in prior testing, the transfer rate did decrease to between 774K-928bytes/sec.  The degradation in performance may be related to the hub, but further testing is required to measure the repeatability and error rate before a conclusion can be reached. 

Test 2 shows how the system behaves with a definite duplex mismatch.  The hub is operating at 10Mbps half duplex, while the host, dut01 is hard configured for 10Mbps full duplex.  The transfer rate is very similar to the tests without the hub and there again the direction of the ftp plays a large role in how the system will respond.

Test 3 was performed to determine the limitations of the Solaris 2.5.1 system.  The second host in the test was a Intel 700Mhz system using Windows XP.  The systems were configured for Auto-Negotiation and should have been running at 100Mbps and full duplex.  As the results show in one direction the ftp was able to transfer at rates up to 4700 Kbytes/se, almost 2x the previous record of 2400Kbytes/sec.  This increase can be attributed to the faster processor speed, NIC, and operating system.

Tests 4 and 5 characterize the impact of an ASCII transfer versus binary transfer.  The binary transfer has less overhead and is able to achieve a 13% increase in the transfer rate.  ASCII mode assumes the data is broken into 7 bit data pieces instead of 8.

Tests 6 and 7 identify the impact of additional overhead on the cpu.  In this case hash marks were printed during the ftp transfer to show the progress.  This minor task reduced the transfer rate by 33% from 1500Kbytes/sec to 1000Kbytes/sec.  Clearly the cpu is a constraint in ftp task.

Table 9.  System (CPU, Network, OS) Configuration Impacts Testing Summary

	Test
	FTP 
	Time 

(sec)
	Rate

(KBytes/ sec)
	File Size

(MB)
	Errors Recorded
	Connection
	PC
Config
	Dut01 Config
	Expected
Mismatch
	Notes

	1. 
	GET to DUT
	103
	774
	81MB
	Not measured
	Hub: DUT: 10 – Half

PC: 10-Half
	Auto
	Auto
	No
	Config. C

	
	Put to DUT
	86
	928
	81MB
	Not measured
	Hub: DUT: 10 – Half

PC: 10-Half
	Auto
	Auto
	No
	Config. C

	2.
	GET to DUT
	1350
	59
	81MB
	Not measured
	Hub: DUT: 10 – Half

PC: 10-Half
	Auto
	10-Full
	Yes
	Config. C

	
	PUT to DUT
	5674
	14
	81MB
	Not measured
	Hub: DUT: 10 – Half

PC: 10-Half
	Auto
	10-Full
	Yes
	Config. C

	3.
	GET to DUT
	38
	2100
	81MB
	Not measured
	Direct
	Auto
	Auto
	No
	Config. A

	
	PUT to PC
	17
	4694
	81MB
	Not measured
	Direct
	Auto
	Auto
	
	Config. A

	4.
	GET/PUT
	34 
	1500
	81MB
	Not measured
	Switch

100-FULL
	100-FULL
	100-FULL
	No
	Config. B
ASCII

	5.
	GET/PUT
	29
	1700 
	81MB
	Not measured
	
	100-FULL
	100-FULL
	No
	Binary

	6.
	GET/PUT
	34
	1500
	50MB
	Align: 559
Runts: 899
Late Collisions: 0
	100-HALF
	100-HALF
	100-HALF
	No
	Hash -Off

	7.
	GET/PUT
	50
	1000
	50MB
	Not measured
	100-HALF
	100-HALF
	100-HALF
	No
	Hash –On


Conclusions

The experiments conducted gave an excellent baseline performance for the system configuration.  The impacts of speed and duplex configurations were clearly understood with an explanation of how the underlying functions and protocols responded.  A surprising result was how the current computer severely limited the utilization of a 100Mbps network.  The results from the duplex mismatch were intriguing.  The differences observed in the direction of the transfer were considered to be anomalies at first.  After confirming the results and a through analysis of  the mechanisms involved, the results were understandable. 

The systems configured for Auto-Negotiation need further investigation to determine if a hard coded configuration has an impact on the performance.  There were some indications that it does.  Another aspect that was not covered in this project was the issue of duplex mismatches as systems change.  There are debatable advantages and disadvantages to using Auto-Negotiation versus hard coding. Historically the systems considered in this project have demonstrated indications of a duplex mismatch.  As expected a full duplex system operating at 100Mbps in a switched environment gives the best performance.  Additional data needs to be collected to determine if this performance gain is worth the cost.  

Appendix A. Auto-Negotiation Valid Configuration Table [4]

	Configuration 

NIC (Speed/Duplex)
	Configuration 

Switch (Speed/Duplex)
	Resulting NIC Speed/Duplex
	Resulting Catalyst Speed/Duplex
	Comments

	AUTO
	AUTO
	100 Mbps, Full-duplex
	100 Mbps, Full-duplex
	Assuming maximum capability of Catalyst Switch and NIC is 100 full-duplex.

	100 Mbps, Full-duplex
	AUTO
	100 Mbps, Full-duplex
	100 Mbps, Half-duplex
	Duplex Mismatch 1

	AUTO
	100 Mbps, Full-duplex
	100 Mbps , Half-duplex
	100 Mbps, Full-duplex
	Duplex Mismatch 1

	100 Mbps, Full-duplex
	100 Mbps, Full-duplex
	100 Mbps, Full-duplex
	100 Mbps, Full-duplex
	Correct Manual Configuration.

	100 Mbps, Half-duplex
	AUTO
	100 Mbps, Half-duplex
	100 Mbps, Half-duplex
	Link is established, but switch does not see any auto-negotiation information from NIC and defaults to half-duplex.

	10 Mbps, Half-duplex
	AUTO
	10 Mbps, Half-duplex
	10 Mbps, Half-duplex
	Link is established, but switch will not see FLP and will default to 10 Mbps half-duplex.

	10 Mbps, Half-duplex
	100 Mbps, Half-duplex
	No Link
	No Link
	Neither side will establish link due to speed mismatch.

	AUTO
	10 Mbps, Half-duplex
	10 Mbps, Half-duplex
	10 Mbps, Half-duplex
	Link is established, but NIC will not see FLP and default to 10 Mbps half-duplex.


1 A duplex mismatch will result in performance issues, intermittent connectivity, and possible loss of communication. When troubleshooting NIC issues, verify that the NIC and switch are using a valid configuration. 

 

Appendix B: Decoding Data Link Errors [5]

	Counter
	Description
	Possible Cause

	Alignment Errors
	Alignment errors are a count of the number of frames received that don’t end with an even number of octets and have a bad CRC
	These are the result of collisions at half-duplex, duplex mismatch, bad hardware (NIC, cable or port), or connecting device generating frames the do not end on an octet and have a bad FCS.

	FCS (Frame Check Sequence)
	FCS error count is the number of frames that were transmitter/received with a bad checksum (CRC value) in the Ethernet frame.  These frames are dropped and not propagated.
	These are the result of collisions at half-duplex, duplex mismatch, bad hardware (NIC, cable or port), or connecting device generating frames with a bad FCS.

	Xmit-Err
	This is an indication the internal transmit buffer is full.
	This is an indication of excessive input rate of traffic.  This is also an indication of transmit buffer being full.  The counter should only increment in situations where the device is unable to forward out at the desired rate.  Situations such as excessive collisions and 10Mb may cause the transmit buffer to become full.  Increasing speed or full-duplex should minimize this occurence

	Rcv-Err
	This is an indication the receive buffer is full
	This is an indication of excessive output rates of traffic.  This is also an indication of the receive buffer being full.  This counter should be zero unless there is excessive traffic.

	Collisions
	The number of time the transmitting port had one collision before successfully transmitting the frame to the media
	This is an indication of a half-duplex configuration

	Multiple  Collisions
	Multiple collisions are the number of times the transmitting port had more than one collision before successfully transmitting the frame to the media
	This is an indication of a half-duplex configuration

	Late Collisions
	A late collision occurs when two devices transmit at the same time and neither side of the connection detects a collision.  The reason for this occurrence is because the time to propagate the signal from one end of the network to another is longer than the time to put the entire packet on the network.  The two devices that cause the last collision never see that the other is sending until after it puts the entire packet on the network.  Late collisions are detected by the transmitter after the first “slot time” of 64 byte times.  They are only detected during transmissions of packets longer than 64 bytes.  Its detection is exactly the same as for a normal collision; it just happens late when compared to a normal collsion
	This is an indication of faulty hardware (NIC, cable, or switch port) or a duplex mismatch

	Short
	These are frames shorter than 64 bytes (including FCS)
	This could be the result of collisions or duplex mismatch
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