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University of Colorado at Colorado Springs

SAN Modification Project Planning

This documents is the controlling document to manage the SAN Modification Project for the University of Colorado at Colorado Springs. This project plan describes the:

· Interim and final deliverables the project will deliver

· Managerial and initial technical processes necessary to develop to project deliverables

· Resources required to deliver the project deliverables

I. Project Overview
1.1 Purpose:

University of Colorado at Colorado Springs (UCCS) Storage Area Network (SAN) modification project provides information on how to improve the existing Storage Area Network configuration of the university.  The current SAN configuration will be examined and modified to improve disaster recovery and performance.   Modification will also be made to the existing configurations so that the file systems on this SAN fabric maybe shared to additional NT operating system.  We will also attempt to improve security to the current configuration

1.2 Scope

     The scope of this project is limited to the following characteristics:

· improving performance of the current configuration

· provide redundancy to the current system.

· Increase efficiency of the current SAN by allowing the use of share storage network among multiple operating system

· Attempt to enhance security if permissible

· Not to change the entire current SAN but to modify
1.3 Project Deliverables:

A complete plan document will be provided to the information technology department of the university at the end of this semester. 

The deliverables include:

· The formal planning documentation, which includes current and future configurations after modifications are made.

· Design document which specifies the changes

1.4 Assumptions, constraints

· This project is planned based on the assumption that approval for modification will be obtained

· There will be a backup system in place for operation during the extended period of time that the SAN is in maintenance

· The university has the limited budget for IT

· Technology to be used: Hewlett-Packard network equipment and 

Software utilities

1.5 Schedule and Budget summary:

Project to be completed by December 20,2002

Project budget is not available at this time

II. Project evaluation:

We evaluate that project size is small.  Approximate time will be two months to complete. The scope of this project is limited to modification of an existing configuration.   

III. Planning

3.1 External Interfaces:

3.1.1 The customer:

Customer for this project is the University of Colorado at Colorado   Springs (UCCS) IT department.  End-users of this project are system administrators.  They are technically sound.

3.1.2 Subcontracted organizations: none
3.1.3 The parent organization:  University of Colorado
3.1.4 Other organizations:

Dr. Edward Chow, of Computer Science department

Any changes to initial requirements will be discussed among 

All parties involved in this project.




Figure 3.1 depicts the organizational layout
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Figure 3.1

3.2 Internal structure:

This section describes the internal organization structure for this project.  

· Information of the current configurations will be obtained from Rob Garvie.  He will be providing the existing physical and logical SAN that is being used by UCCS. He is the main contact from the customer side.

· Requirements and featured for the new SAN will be discussed among Rob,

Dr. Chow and James Horton, Thao Pham.  All three parties will identify initial objectives and requirements.

· The university and Rob G. are responsible for providing any changes or additional requirements to the project.

· James Horton and Thao Pham will be responsible for designing the new SAN configurations to meet the university’s requirements.  

Figure 3.2 depicts the internal organization of the project
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Figure 3.2

IV. Risk Management:

4.1 Risk identification

This section describes the factors that potentially cause negative impacts on the completion of the SAN project on time, on budget.  The risks are only

Applicable only if the project was to be implemented. (out of CS522 scope).

4.1.1 Financial factor:  

The university’s limited budget may not allow for the purchase of network equipment to implement redundancy and better performance

Security software maybe expensive for the budget

      4.1.2 Authorization:  

Potential difficulty getting the changes approved

4.1.3 Implementation risk: 

Newly installed hardware equipments may not be functioning properly due to:

· Manufacture defects: the hardware component may be a defected one upon arrival.  This could greatly affect the completion date of the project.

· Operator errors during configuration process: incorrect configurations due to human errors could result in incorrect behavior of the system and effect quality of the final product.

4.14. Risk Management:

· A contingency plan will be in place in the event that any of these identified risk factors occur: if the university does not have enough a budget for the changes to be make, we would ask the local corporations for donations of network equipments.

· Dr. Chow will be the person to ask for approval if the university does not approval the changes to be made.

V. Design

5.1 Current Configuration:

Figure 5.1 depicts the current SAN configuration






Figure 5.1

5.1.1 Current disk configuration lay out:

There are currently ten 36G hard drives in use.  Eight of these drives are being used as two RAID 5 (four disks each).  These RAID 5 disks are being used for /usr and /var

The remaining two disks are being used as two member boot disks for the cluster members. A portion of one of these disks is being used as quorum disk (512M).

Below is the layout of the MA6000 enclosure
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5.1.2 Weakness of the current configuration:

-From the SAN point of view, there are two single point of failure:

· The one single switch could fail => no alternate path to storage

· The one single controller could fail => no alternate path to storage

· There are no spare disks being used in case of failure of the two RAID 5 storage set.  The current configuration allows for one disk failure, and then the storage set could run in reduced state.  However, if two disks in the same RAID set fail at the same time, we are at risk.  Having a couple of spare disks allows the controller to automatically takes the spared disk into the RAID sets in the event of disk failure.

· Quorum disk is currently shared with one of the member boot disk.

This is a potential risk.   To understand this risk, we need to study 

the background.

Cluster expected votes: are the number of votes the connection manager expects when all configured votes are available.  Expected votes are the sum of all node votes that are configured in the cluster, plus the vote of the quorum disk, if one is configured.

Quorum votes = round_down (expected_votes + 2)/2 

Whenever a cluster member determines that the number of votes it can see has changed, if the current value of votes is greater than or equal to quorum vote, the member continues running.  However, if the value of current votes is less than quorum votes, all of its I/O operations are suspended and all network interfaces except for the cluster interconnections are turned off.  No commands that can access clusterwide resource will work on that member.  The member will hang.
Understanding quorum disk: In a two-member cluster configuration, where each member has one member vote and expected votes has the value 2, the loss of a single member will cause the cluster to lose quorum and all applications to be suspended. This type of configuration is not highly available.

To foster a better availability in such configuration, you can designate a disk on a shared bus as a quorum disk.  The quorum disk acts as a virtual cluster member whose purpose is to add one vote to the total number of expected votes.  When a quorum disk is configured in a two-member cluster, the cluster can survive the failure of either the quorum disk or one member and continue operating.        

In the current configuration, we have 2 members and a quorum disk.

Expected votes are 3

Quorum votes are round_down(3+2)/2 = 2.

If the disk that contains the quorum partition and one of the members boot disk fail, cluster vote will become 1, which is less than quorum votes of 2.  Cluster operations will be suspended.

5.2 The Design Principles

             This section describes the general design guidelines for RAID configurations

 http://www.tru64unix.compaq.com/docs/base_doc/DOCUMENTATION/V50_HTML/ARH9GATE/TITLE.HTM
Table 5.2-1:  Hardware RAID Subsystem Configuration Guidelines

	Guideline
	Performance Benefit
	Tradeoff

	Evenly distribute disks in a storage set across different buses 
	Improves performance and helps to prevent bottlenecks
	None

	Use disks with the same data capacity in each storage set 
	Simplifies storage management
	None

	Use an appropriate stripe size (see note)
	Improves performance
	None

	Mirror striped sets 
	Provides availability and distributes disk I/O performance 
	Increases configuration complexity and may decrease write performance

	Use a write-back cache
	Improves write performance, especially for RAID 5 storage sets
	Cost of hardware

	Use dual-redundant RAID controllers 
	Improves performance, increases availability, and prevents I/O bus bottlenecks
	Cost of hardware

	Install spare disks 
	Improves availability
	Cost of disks

	Replace failed disks promptly 
	Improves performance
	None


Here are some guidelines for stripe sizes: 

· If the stripe size is large compared to the average I/O size, each disk in a stripe set can respond to a separate data transfer. I/O operations can then be handled in parallel, which increases sequential write performance and throughput. This can improve performance for environments that perform large numbers of I/O operations, including transaction processing, office automation, and file services environments, and for environments that perform multiple random read and write operations. 

· If the stripe size is smaller than the average I/O operation, multiple disks can simultaneously handle a single I/O operation, which can increase bandwidth and improve sequential file processing. This is beneficial for image processing and data collection environments. However, making the stripe size too small could degrade performance for large sequential data transfers. 

For example, if you use an 8-KB stripe size, small data transfers will be distributed evenly across the member disks, but a 64-KB data transfer will be divided into at least eight data transfer

Understanding disk configuration trade-offs:

http://www.tru64unix.compaq.com/docs/base_doc/DOCUMENTATION/V50_HTML/ARH9GATE/TITLE.HTM

	RAID Level
	Performance Feature
	Degree of Availability

	RAID 0 (striping)
	Balances I/O load and improves throughput
	Lower than single disk

	RAID 1 (mirroring)
	Improves read performance, but degrades write performance
	Highest 

	RAID 0+1
	Balances I/O load and improves throughput, but degrades write performance
	Highest

	RAID 3
	Improves bandwidth, but performance may degrade if multiple disks fail
	Higher than single disk

	RAID 5
	Improves throughput, but performance may degrade if multiple disks fail
	Higher than single disk

	Dynamic parity RAID
	Improves bandwidth and throughput, but performance may degrade if multiple disks fail
	Higher than single disk


· Note that parity RAID (3/5) provides data availability at a lower cost than mirroring as mirroring requires twice the number of disks.

· I/O Performance significantly reduces as additional disks fail

Performance On the controller:

Performance could be significantly improved by tuning the disk controllers

Parameters:

· Set CACHE_FLUSH_TIMER to a minimum of 45 (seconds). 

· Enable the write-back cache (WRITEBACK_CACHE) for each unit, and set the value of MAXIMUM_CACHED_TRANSFER_SIZE to a minimum of 256. 

5.3 Recommended future configuration:










Figure 5.2

5.4 Recommendations:

· Firmware version for the controller to be updated to 8.7 the latest 

· Adding another switch provides redundancy in the event one switch fails, the cluster still has another access path to storage as Figure 5.2

· Adding another controller configured as Figure 5.2 provides redundancy in the event that one HSG60 controller fail, we still have another path to storage from both switches.  

Recommended Disk Configuration:
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Justification for recommendation:

· Improve performance: parallel read and write operation on dual bus

· Increase storage capacity: by adding another disk

· Separate quorum disk increases availability

· Spare disk:  increase availability, allow the spared disk for replacement

When one of the disk in the raid set fail 

5.5 Sharing storage out to an NT system:

This section describes the mechanisms on how to make the storage available to another NT system if it were to be connected to the SAN.  There are two different methods to achieve storage sharing:

1. Selective Storage Presentation:

-on the controller, set the OS type to NT for NT OS to use it

-set the access path: enable all connections or a specific connection for specific host to be allowed access

ENABLE_ACCESS_PATH = connection_name

A connection is defined as a complete path from the host bus adaptor

through the switch to the controller.

2. Fabric zoning: set up barriers between different operating systems (different OS can be put in different zone)

The zones can be created based on software zoning and hardware zoning:

Software zoning:

Zoning based on word wild id of devices

Hardware zoning: 

Zoning based on domain ID (the switch ID) and switch port number 

VI.  Back Up considerations:

Currently vdump and vrestore are being used as back up method.

Dr. Chow proposed research on rsync, rdist for NFS back up.  The answer is that this option is currently not supported. 
This section is extra work at Dr. Chow’s request for secure software.

This section provides documentation on Secure Shell software for Tru64 unix

as the OS that is accessing the SAN is Tru64 unix.

Information from this section is published on Compaq’s system administration guide.   

VII. Secure Shell: 

Overview

The Secure Shell software is client/server software that provides secure network commands that you can for secure communications between two unix systems.

 Secure Shell Commands

	To
	Traditional Command
	Secure Shell Command

	Execute commands on a remote system
	Rsh
	ssh2

	Log in to a remote system
	rlogin or telnet
	ssh2

	Transfer files between systems
	Rcp or ftp
	scp2 or sftp2


The Secure Shell commands create a secure connection between systems running the Secure Shell server and client software by providing: 

· Authentication: Secure Shell servers and clients use this to reliably determine each other's identity, then the user's identity. 

· Data encryption: Secure Shell servers and clients exchange encrypted data.

· Data integrity: Secure Shell servers and clients have the ability to detect if data was intercepted and modified while in transit. 

· Nonrepudiation: Systems can prove the origin of data to secure a request for a task to be performed. 

The Secure Shell Server

A Secure Shell server is a system on which the Secure Shell server software is installed and the Secure Shell sshd2 daemon is started. The Compaq Secure Shell software includes the Secure Shell server software that runs on a system running the Tru64 UNIX Version 5.1A or higher operating system software. (UCCS mail system is currently running 5.1A)  The Compaq Secure Shell software is based on SSH Version 2.4.1. software. 

The Secure Shell Client

A Secure Shell client is a system on which the Secure Shell client software is installed. The Compaq Secure Shell software includes the Secure Shell client software that runs on a system running the Tru64 UNIX Version 5.1A or higher operating system software. 

The Secure Shell client software provides: 

· The scp2 and sftp2 commands to copy files to and from a server. 

· The ssh2 command to log in and execute commands on a server. 

· Other Secure Shell commands to manage the Secure Shell client software. 

In addition, on a Secure Shell client we can configure the traditional rsh, rlogin, and rcp commands and applications that use the rcmd() function to automatically use a Secure Shell connection. 

Server and Client Communication

Client/server communication is primarily based on the sshd2 daemon.

When the server is started, the sshd2 daemon listens on port 22 (by default) for a client to initiate a socket connection. 

When a client connects, the sshd2 daemon starts a child process.

 The child process initiates a public host key exchange with the client.

 The public host key exchange is a process in which the client and server exchange their public host keys to authenticate their identity to each other. A public host key is created on the server as /etc/ssh2/hostkey.pub when you install the Secure Shell software. 

The first time a client connects to a server, the user is (by default) prompted to accept a copy of the server's public host key. If the user accepts the key, a copy of the server's public host key is copied to the user's hostkeys directory on the client. The client uses this public host key to authenticate the server on subsequent connections. We can also copy the server's public host key in advance to the user's hostkeys directory on the client as key_port_servername.pub. For example, if the server name is orange, copy its key as key_22_orange.pub. 

After the client and server authenticate each other, the child process attempts to authenticate the user. The user must have a valid user account and home directory on the server. If the child process fails to authenticate the user, it will refuse the connection. Secure Shell uses one of the following user authentication methods: 

· Password 

· Public key 

· Host-based (Clients and servers can use host-based authentication only if both systems are running the UNIX operating system software.) 

After the child process authenticates the user's identity, the actual connection with the client occurs. The connection includes command execution, encrypted data transfer, and termination of the connection. Once Secure Shell is determined to be used for the connection, all authentication and communicate between the client and server will use the Secure Shell connection. When the connection is terminated, the child process started by the sshd2 daemon terminates. 

Downloading the Secure Shell Software

The Secure Shell can be downloaded on Compaq Web site at: http://tru64unix.compaq.com/internet
The Secure Shell software is provided in a compressed tar file that contains: 

· A subset called SSHBASE110 that contains the Secure Shell software. 

· A subset called SSHDOC110 that contains Secure Shell reference pages. 

· A tar file called ssh_ssb_docs.tar.gz that contains the Secure Shell HTML documentation library. 

To download the Secure Shell software: 

1. Create a directory called /usr/share/doclib/ssh and change to that directory. 

2. Using a Web browser, go to http://tru64unix.compaq.com/internet and choose download software. 

3. Choose to download the Secure Shell software kit and follow the instructions on the screen. 

4. Uncompress the tar file: 

# gunzip tar_file.tar.gz 

5. Extract the contents of the tar file: 

# tar -xvf tar_file.tar 

Upgrading the Secure Shell Software

To upgrade the Secure Shell Version 1.0 software, you must deinstall previously installed Secure Shell subsets and install the new Secure Shell software. For example, to deinstall the Secure Shell Version 1.0 software, enter: 

 # /usr/sbin/setld -d SSHBASE100 SSHDOC100 
 Installing the Secure Shell Software

 Installing the Secure Shell software: 

· Creates the /etc/ssh2 directory. 

· Creates a public and private host key for the server. 

· Modifies the /etc/services file and the /etc/clua_services file in a TruCluster Server environment to reserve port 22 for the sshd2 daemon. 

· Symbolically links the /etc/ssh2/knownhosts directory to the /var/ssh2/knownhosts directory. 

Use the Tru64 UNIX setld command to install the subsets that contain the Secure Shell software and reference pages on a system running the Tru64 UNIX Version 5.1A or higher operating system software. To install the subsets: 

1. Change to the directory where the Secure Shell software was downloaded. 

2. As the root user, install the subsets: 

# setld -l . SSHBASE110 SSHDOC110 

Installing and Viewing the Secure Shell Documentation

To install the Secure Shell documentation: 

1. If necessary, change to the directory where you downloaded the Secure Shell software. 

2. Uncompress the documentation tar file: 

# gunzip ssh_ssb_docs.tar.gz 

3. Extract the contents from the documentation tar file: 

# tar -xvf ssh_ssb_docs.tar 

To view the documentation, open the /usr/share/doclib/ssh/DOCS/HTML/LIBRARY.HTM file in a web browser. 
Starting the Server Software

After you install the Secure Shell software, you must start the sshd2 daemon to start the server. When the sshd2 daemon starts, it uses the values assigned to keywords in the /etc/ssh2/sshd2_config file to configure how the server responds to clients. 

To start the sshd2 daemon, enter: 

# /sbin/init.d/sshd start 

In a TruCluster Server environment, you must start the sshd2 daemon on each cluster member on which you want the sshd2 daemon to run. 

The sshd2 daemon will automatically start when the system boots. 
Secure Shell Directories and Files

The following files and subdirectories are created in the /etc/ssh2 directory on the server when you install the Secure Shell software: 

· The client configuration file (ssh2_config). 

· The server configuration file (sshd2_config). 

· The server private host key file (hostkey) and public host key file (hostkey.pub). 

· A random seed file (random_seed). This file contains random data that is used to generate pseudorandom numbers for cryptographic operations. 

· Public host key files for the clients with which the server communicates when using host-based authentication are in the knownhosts subdirectory. 

The sshd2 daemon is in the /usr/sbin directory. 

The Secure Shell commands are in the /usr/bin directory. 
Uninstall the Secure Shell Software.

To deinstall the Secure Shell software, enter: 

# setld -d SSHBASE110  SSHDOC110  

The Secure Shell directories and software subsets are left in place. 
Removing the Secure Shell Documentation

To remove the Secure Shell documentation, enter: 

# rm -rf /usr/share/doclib/ssh/DOCS 

Configuring the Server

The /etc/ssh2/sshd2_config file (or the file specified with sshd2 -f command) contains configuration keywords and values that the sshd2 daemon reads when it starts. You can override the values for a keyword in the sshd2_config file by entering the keyword and value on the command line when you start the sshd2 daemon; however, values set this way are reset to the value in the /etc/ssh2/sshd2_config file when the sshd2 daemon restarts. 

If you modify the sshd2_config file while the sshd2 daemon is running, you must reset the sshd2 daemon to implement the change. Changes made this way apply only to new client connections. 

Configuring the Client

The /etc/ssh2/ssh2_config file contains configuration keywords and values that the client software reads when it starts. Each user can also have their own $HOME/.ssh2/ssh2_config file, where $HOME is the name of the user's home directory. The /etc/ssh2/ssh2_config file is read first, then the user's version is read. The last obtained value for a keyword is used, except for the EnforceSecureRutils keyword. 

For more information, please refer to:http://www.tru64unix.compaq.com/docs/ssh/ssh1/TITLE.HTM
VIII. Contract and Procurement:

The scope of the project is in within the school of UCCS.  No other external parties are involved in the entire project.  Therefore the concept of contract is not applicable.

Rob G. and Dr. Edward Chow are responsible for the procurement of budget to purchase the hardware.
IX.Project Resources (Financial management)

Computer: Reuse existing two Alpha servers DS20s. 

Switches:   We will need to purchase an additional switch to eliminate single point of failure. An estimate of 40% of the budget will be used for this task.

Controller: We will need to purchase an additional dual redundant disk controller to eliminate another single point of failure of the current configuration.  An estimate of 20% of the project budget will be used to purchase this equipment.

Disk space: in order to improve performance, we will need to purchase an additional four 36-G hard drives. An estimate of 20% of the project budget will be used to purchase the hard drives.
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