Detection and Prevention 

of

Rogue Wireless Traffic

Merlin Vincent

CS 522, Computer Communications

December 14, 2001
Table of Contents

1Table of Contents

Introduction
2
Mobile Ad Hoc Networks
2
Rogue Traffic
3
Replayed Traffic
3
Generated Traffic
4
Countermeasures Against Rogue Traffic
5
Replayed Traffic
5
Generated Traffic
6
Ingress filtering
6
Link testing
7
Logging
8
ICMP Traceback
8
Packet Marking
9
Conclusion
9


Introduction

My research focused on the detection and prevention of rogue traffic in wireless networks. This paper considers the threat posed by an adversary that could try to introduce rogue, or unauthorized, traffic into a wireless network.

Mobile Ad Hoc Networks

There are different types of wireless networks, including cellular phone networks and so on, but my research was limited to mobile ad hoc networks. Mobile Ad Hoc Networks (MANETs) are self-organizing networks in which a collection of mobile nodes with wireless network interfaces form a temporary network without the aid of any established infrastructure or centralized administration.

Mobile wireless networking has become quite popular over the past few years. The technology has existed for more than twenty years in the form of packet radio networks, and has been commercially available for more than ten years. Advances in technology have resulted in affordable and convenient wireless interfaces, and the rapid growth in the communications infrastructure has resulted in easy access to wireless networks. 
   

At the time of this writing the IEEE 802.11a specification provides for 54M bits per second network bandwidth. Users of wireless computing devices can therefore expect to receive the same services from a wireless network as they do from a stationary wired network, including the ability to run multimedia applications and video.

As mentioned above, Mobile Ad Hoc Networks (MANETs) are self-organizing networks in which a collection of mobile nodes with wireless network interfaces form a temporary network without the aid of any established infrastructure or centralized administration. 

That is, in an ad hoc network there is no infrastructure such as base stations or mobile switching centers. Mobile nodes that are within each other's radio range communicate directly via wireless links, while those that are far apart rely on other nodes to relay messages as routers. Node mobility in ad hoc networks results in frequent changes of the network topology, so that the lack of infrastructure implies that all network nodes must be capable of performing routing functions. In fact, all nodes are routing nodes.

Rogue Traffic

Rogue, or unauthorized, traffic in a wireless network could take the form of:

· Messages that were simply recorded by an adversary and replayed into the network, or


· Messages that were created by the adversary and designed to waste network resources such as bandwidth, or node resources such as CPU power or battery power.

The former type of traffic is, by definition, comprised of duplicate messages that have already been transmitted through some part of the network. Such traffic could cause receiving nodes to waste resources in processing the rogue traffic, so that they can be seen as a denial of service attack. But, even worse, receiving nodes could accept the duplicate traffic as valid, wreaking havoc at the infrastructure or application level.

The latter type of message represents a pure denial of service attack in that there is no attempt to corrupt or subvert the network. The intent is simply to prevent the network from functioning by denying resources. A good deal of research has been, and continues to be, done on how to determine when a denial of service attack is underway and how to identify the attacker. 

Rogue traffic, for the purposes of this paper, may consist of any message generated via any protocol layer at or above the Internet (IP) layer. Rogue traffic could therefore consist of user data messages, ARP requests, Network Time Protocol messages, routing system messages, and so on.

The routing system will adapt to changes in the network topology as required to maintain connections between the network nodes. Routing messages will be sent at a rate that is directly proportional to the degree of node movement. If the nodes tend to move quickly, so that the network topology changes rapidly, a large percentage of network traffic will be taken up by routing traffic. This seems to imply that the routing system is quite susceptible to rogue traffic.

Replayed Traffic

Traffic that has been recorded and replayed into the network will appear as duplicate messages at the receiving node. At least two different scenarios are possible.

One scenario occurs when an adversary records messages transmitted by node A and then replays them within radio range of node A. That is, the duplicate traffic does not imply that node A has relocated within the network. 

The sender’s network layer protocol would discard the message because, obviously, node A is not the intended receiver. Other nodes within range of node A will receive the message and, depending on the message type, may or may not recognize it as a duplicate. 

For example, UDP datagrams are not sequenced, so that the receiver would accept the message as valid. This could result in severe consequences in the application. TCP packets, on the other hand, are sequenced so that the message will appear to be a duplicate or, at least, out of order. In the former case they will be discarded. In the latter case they may consume buffer space, and under certain conditions they may even eventually make it into the application.

A second scenario occurs when an adversary records messages transmitted by node A and then replays them at some location outside the radio range of node A. That is, the traffic appears as if node A has relocated within the network.

Node mobility is obviously the common case in a MANET. At least some routing protocols will refuse to forward messages if the forwarding node does not have a route to the destination node. This would cause some of the adversary’s messages to be discarded.

An adversary that replays routing system messages into a different part of the network could cause the routing system to function incorrectly. Some routing protocols use sequence numbers to indicate which route advertisements are “fresher” 
, which would reduce susceptibility somewhat. 

Node mobility will also result in the sudden appearance of “new” nodes in the network. However, it will not be common for a node to appear and immediately begin transmitting user data packets. There may be a registration protocol that would prevent the acceptance and/or forwarding of user data messages until some login or other authentication has been performed. Routing system messages to learn the local topology would likely follow. These network properties would help to eliminate some of the adversary’s messages.

Generated Traffic

Another type of rogue traffic consists of messages created by the adversary and designed to waste network resources such as bandwidth, or node resources such as CPU power or battery power. The intent is simply to prevent the network from functioning by denying needed resources.

This type of denial of service (DoS) attack represents a serious threat in wireless networks simply because resources are more constrained than they are in a wired network. Mobile computing devices are typically battery powered, with fairly short battery lifetimes. Network bandwidth, while improving, is in short supply compared to wired networks.

The modern attacks which destroy services generally fall into one or more of the following categories:  

High rate floods - Any flood of packets which is not designed to waste bandwidth, but instead is designed to waste CPU and processing abilities, can be quite devastating. The evolution of the SYN flood has brought about the separate evolution of the high rate flood, which now has a life of its own. 

Infrastructure Attacks - For well-defended "victims", it may be easier for the attacker to go after the network rather than sending packets directly to the true target. In the process, this can take out a lot more than the intended victim, and obscure the true target. Things can be far worse if the network itself is the intended victim. (router attack)

Distributed Denial of Service (DDoS) - This latest evolution in DoS has received much publicity, but some of the most important aspects have not yet been explored. DDoS isn't simply about multiplication of attack sources, it brings about issues of path diversity, obscurity, invisibility, and demoralization of the victim. 

Countermeasures Against Rogue Traffic

The type of countermeasure needed depends on the type of rogue traffic that is received.

Replayed Traffic

It will be extremely difficult to counteract rogue traffic of the type that is recorded and replayed into the network. In most cases this type of traffic appears exactly the same as legitimate traffic. Duplicate messages are a normal artifact of an internet, due to the likelihood of multiple paths and message retransmission, etc. 

One possibility would be to require the authentication of every received message. While this is possible, and there are various methods involving encryption and public or private keys, it is extremely expensive in terms of processing requirements and throughput delay. And there would still be no guarantee that such authentication would detect replayed messages.

I consider this case to be beyond the scope of this paper.

Generated Traffic

As mentioned above, most generated traffic may be considered a denial of service attack. DoS attacks continue to be the subject of a good deal of research.

The first step in combating a DoS attack is to identify that such an attack is underway. That an attack is occurring is not always obvious. For example, it may not be easy to tell the difference between a DoS attack and a large file being copied across the network.

Once it is determined that the network is under attack, the next step is to find out who is executing the attack. Almost all DoS attacks use forged source addresses, so that this is not straightforward. In addition, distributed DoS attacks mask the original slave machines behind another layer of victims.  

Worse yet, some attacks use reflectors, or systems that return a packet when sent a packet. 
 Web servers and DNS name servers are examples of reflectors. The attacker would send packets to many reflectors, spoofing the source address to be the address of the victim. The reflectors would then send response messages to the victim.

The following sections hold a summary of some of the countermeasures currently being studied: 

Ingress filtering

One way to address the problem of anonymous attacks is to eliminate the ability to forge source addresses. One such approach, frequently called ingress filtering, is to configure routers to block packets that arrive with illegitimate source addresses. This requires a router with sufficient power to examine the source address of every packet and sufficient knowledge to distinguish between legitimate and illegitimate addresses. 

The principal problem with ingress filtering is that its effectiveness depends on widespread, if not universal, deployment. Given that MANETs are relatively new, this may be easier to achieve than it would be in wired networks. However, there is a complication in that existing services such as some versions of Mobile IP and some hybrid satellite communications architectures depend on source address spoofing 
, which may make ingress filtering impractical.

Link testing

This technique involves checking all upstream links for the presence of rogue traffic. This assumes that an attack remains active until the completion of a trace and is therefore inappropriate for attacks that are detected after the fact, or for attacks that occur intermittently.

This technique starts from the router closest to the victim and interactively tests its upstream links until it is determined which one is used to carry the attacker's traffic. Ideally, this procedure is repeated recursively on the upstream router until the source is reached. 

There are two types of link testing schemes, input debugging and controlled flooding.

Many routers include a feature called input debugging that allows an operator to filter particular packets on some egress port and determine which ingress port they arrived on. Even assuming the same type of input debugging features are available in a MANET, this technique is unsuitable for general use because it involves a great deal of operator intervention. As MANETs have no infrastructure they will have no operators.

The controlled flooding technique requires no operator intervention because it tests links by flooding them with large bursts of traffic and observing how this perturbs traffic from the attacker. Using a pre-generated “map” of the network topology, the victim coerces selected hosts along the upstream route into iteratively flooding each incoming link on the router closest to the victim. Since router buffers are shared by all links, packets traveling across the loaded link (including any sent by the attacker) have an increased probability of being dropped. By observing changes in the rate of packets received from the attacker, the victim can therefore infer which link they arrived from.  

The biggest drawback to this technique is that controlled flooding is itself a denial-of-service attack – exploiting vulnerabilities in unsuspecting hosts to achieve its ends, and as such is unsuitable for routine use. Further, it is not well suited for tracing distributed denial-of-service attacks. Finally, like all link-testing schemes, controlled flooding is only effective at tracing an on-going attack and cannot be used “post-mortem”.

Logging

This technique logs packets at key routers and then uses data mining techniques to determine the path that the packets traversed. This scheme has the useful property that it can trace an attack long after the attack has completed. However, it also has obvious drawbacks, including potentially enormous resource  requirements (possibly addressed by sampling). This alone makes it less than desirable for use in wireless networks.

ICMP Traceback

The principle idea in this scheme is for every router to sample, with low probability (e.g., 1 out of 20,000 messages), one of the packets it is forwarding. It will copy the packet contents into a special ICMP traceback (itrace) message, along with information about the links along the path to the destination. The message is then sent, separately, to the packet destination. This information describes to the destination node a small piece of the map of its upstream routers. 

Each itrace message contains fields for forward and backword links. The backward link is set to the IP address of the interface the message was received on, and the forward link is set to the IP address of the next hop from the router toward the destination.

The IP header’s Time-to-Live (TTL) field is set to 255. This is decremented by routers between the marking router and the destination, yielding the distance in hops between the destination and the marking router.

It is assumed that a DoS attack would result in enough itrace messages from enough routers that the victim would be able to reconstruct a path back to the attacker(s).

There are disadvantages that complicate the use of itrace messages. 
 For example, there are many types of ICMP traffic, and these may be filtered or rate limited differently from normal traffic. In addition, the ICMP traceback message relies on the ability to associate a packet with the input port and/or MAC address on which it arrived, a capability that is not available in some router architectures. Finally, it may require a key distribution infrastructure to deal with the problem of attackers sending false ICMP Traceback messages. 

Packet Marking

There are various packet marking techniques. All seek to encode the path taken by network packets within the packets themselves. Some techniques add fields to the IP header, while others coerce the IP header’s Identifier field. At any rate, each router inscribes its local path information onto a traversing packet so that the destination node (i.e., victim of an attack) can reconstruct the complete path traversed by inspecting the markings on the received packets, assuming the attack volume is sufficiently high. 

However, those techniques that add fields to the IP header cause the message size to grow linearly with hop count. Those techniques that coerce the IP header’s Identifier field cause problems when fragmented packets are used, i.e., packets that normally use the Identifier field.

Further, it has been shown that packet marking is not very effective for severe denial of service attacks or in the face of attackers who spoof the marking field. 
 This can be avoided through the use of certain authentication schemes.

The most promising packet marking scheme is called the Advanced Marking Scheme II. 
 It uses multiple hash codes to encode router address and distance information into the IP Identification field. The algorithms for both the encoding of router information and for route recovery by the destination are quite efficient, and the chances for false positives (incorrect identification of attacker nodes) or false negatives (failure to discover an attacker node) are minimal.

However, the scheme requires that the destination node have a map of the upstream routers.

Conclusion

I was unable to discover any way to reliably detect rogue traffic comprised of messages that were recorded and replayed into the network. Duplicate traffic is a normal and common occurrence in an internet. 

Detection of rogue traffic that uses the typical Denial of Service techniques is easier. The most promising scheme seems to be a combination of Advanced Packet Marking and ICMP traceback messages (see Song and Perrig). The itrace messages could be used by the destination node to build a map of its upstream routers. Then, when a denial of service attack is suspected, the information provided by the packet marking scheme could be used to discover the attacker(s).

There are complications for both schemes due to the high degree of mobility in a mobile ad hoc network. The probability used for the transmission of itrace messages may need to be much higher in order to provide an up-to-date map of upstream routers. This will result in increased overhead. 

In addition, packet marking information may rapidly become “stale”, i.e., may no longer be valid because the marking router (which is just another MANET node) may have changed its location in the network. This would invalidate the link information, confusing the recovery of the paths taken by the DoS messages.
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