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Project Goal:

Internet today consists of thousands of servers providing millions routes for end-to-end connections. Typically, we can improve performance of data transfer for a client by setting up n proxy-servers, and allowing client to setup multiple connections with them. AN interesting problem emerges from this scenario is that out of the thousands of nodes on internet, which are the ideal locations for those n servers? One obvious criteria is they should be on the highest bandwidth pipes on the net. But as one ponder over the problem, it appears to be more involved and complex than this. We hereby try to address this problem.

Introduction :

While scanning research work already done on the topic of selecting server locations, we came across the paper –

Hierarchical Placement and Network Design Problems 

By

Sudipto Guha, Adam Meyerson and Kamesh Munagala.

The paper works at conceptual level trying to find out parallel from the mathematics trying to define the problems in terms of known problems and trying to search solution.

In the paper, the authors gave first constant-approximations for a number of layered network design problems. They begin by modeling hierarchical caching, where caches are placed in layers and each layer satisfies a fixed percentage of the demand (bounded miss rates).

The designer needs to essentially locate n connection-proxy servers in ideal locations so as to maximize user response time / minimize total cost of the servers. 

The fig. 1 represents the requirment.
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The authors presented a constant approximation to the minimum total cost of placing the caches and routing demand through the layers. They then extended the model to cover the more general layered caching scenarios, giving the first constant approximation to multi-level facility location problem.

The model consists of the caches at each layer of hierarchy as having a fixed miss rate. Then they consider the scheme as follows : demand locations communicate with caches of type 1, which in turn communicate with caches of type 2 and so on until we reach the servers located at the top-level.

A simple formulation is to optimize the sum of the placement cost and the service cost as in facility location problems. This problem is Max SNP hard. The authors try to obtain constant factor approximation, with running time depending polynomially on the number of demand locations and the number of layers.

Hierarchical Placement

We are given an unidirected network G(V, E) with a distance function on the edges, a set of demand points, and a set of possible locations and caches of types 1,…,k with miss rates (1, ….(k. Each cache is specified by the tuple (u, y, i), where u denotes the location of the cache, y its capacity and i it’s type (level). 

We have to place the caches satisfying the following constraints:

1. Each of the demand points are served by type 1 caches. Each of the type 1 caches behave as demand points that need to be served by type 2 caches.

2. The demand of type 1 cache is (1 times the amount of the demand served by the type 1 cache. The caches of type 2 onwards behave similarly as the caches of type 1, with miss rates (1  for level i. 

3. The cost of the solution is the cost of placing all the caches and the cost of servicing all the demands. 

The authors then present three versions of this problem in increasing order of difficulty.

SIMPLE-PLACEMENT: In this version, the cost of a cache is independent of the location and just depends on the type of the cache. The caches have no capacity in terms of incoming demand.

MULTI-LEVEL: Here all the (i  are 1, but the cost of a facility depends on the location as well as the type of the cache. This is classic multi-level facility location problem.

GENERAL-PLACEMENT: Cache of type I now has capacity Mi in terms of the amount of incoming demand. We are allowed to place multiple caches at a location.

These problems extend the facility location problem, and therefore are NP-Hard. The authors have presented constant approximation solution to them. Then they have defined and solved load balanced facility location problem.

Load balanced Facility Location

This problem is a variant of the classical facility location problem. We are given a network G(V;E) with a distance function d() on the edges and a set of demand points. The cost of opening a facility at location i is fi. In addition, there is a lower bound of Li on the demand a facility opened at i must satisfy. The goal is to open facilities and allocate the demands to the open facilities so that an open facility at i has at least Li demand routed to it. The cost of our solution is the sum of the average distance traveled by the demands and the cost of the open facilities. We wish to minimize this cost. Since this problem is a generalization of the classical facility location problem, it is Max-SNP hard [3]. We are therefore interested in finding an approximation algorithm for this problem. Also note that if we could obtain a solution in which we satisfied the lower bounds exactly, we could solve the partition problem, which is NP-hard. Hence, we have to approximate the lower bounds as well.
This becomes
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We can write an integer program for this problem. Unlike facility location problem, the lower bound makes it hard to round the linear relaxation directly. 

The Algorithm:

The algorithm proceeds in two basic steps. The transformations work for the fractional solution obtained from the linear relaxation of the integer program discussed above, so the final approximation guarantee is against the fractional solution.

Facility location: For facility i, we add the cheapest way to route at least Li units of demand to i to the facility cost fi. They next solve regular facility location with these facility costs. Finally, they show that the optimum solution to this problem is within a factor 2 of the optimum to the original problem.

Rounding to Remove Facilities : Consider any open facility i that serves less than Li/3 amount of demand. We close the facility and route the demands it serves to their closest open facilities. This transformation doesnot increase the cost of the solution.

Firstly, let us construct a regular facility location instance from this problem. Each potential facility location i is now assigned a new cost f’i, which  is sum of fi and the minimum cost of routing exactly Li amount of demand to that location. For doing this, we take demand points in increasing order of distance to i till we have collected Li amount of demand.

Lemma 2.1 Consider any feasible fractional solution to the load balanced facility location problem of cost C. We can construct a feasible instance of the regular facility location problem of cost at most 2C.

Proof: Look at any fractional facility i. Since the feasible solution is routing at least Li

amount of demand to any open facility, the facility cost we assign in the new problem is at most the routing cost of the demand connected to that facility. Thus the total additional

facility cost is at most C.

We now solve the facility location instance mentioned above. The cost of the solution we

obtain is within a factor of r = 1:728 to the optimal solution for that instance.

Therefore the total cost in the solution we compute is bounded in terms of the routing

cost of the original fractional solution to within a factor of 2r. Also note that facility location guarantees that each demand point goes to the closest open facility.

We now consider the open facilities in arbitrary order. Suppose facility i serves less than
Li / 3amount of demand, we close the facility and route the demands it serves to their closest open facilities. At the end of this process, we are guaranteed that each open facility i serves at least Li /3 amount of demand, and each demand goes to the closest open facility.

We have to show that removing a facility does not increase the total facility plus routing

cost of the solution. For this, we show a feasible way to route the demands it serves so that the cost does not increase.

Lemma 2.2 Removing a facility i serving less than Li /3 amount of demand cannot increase the cost of our solution.

Proof: Suppose we are closing facility i. Consider the closest demand point j which does

not send demand to this facility. Suppose d(i; j) = D, where d is the distance metric. If j is

being served by i0, d(i0; j) < D, as each demand point goes to the closest open facility.

Also, the facility cost f’i > 2Li /3 D. This follows because the facility serves only Li/3 amount of demand, while the facility cost f’i is fi plus the cost of serving at least Li units of demand.

When we close the facility, we can a_ord to use f’i towards re-routing the demand it

serves. We send the demand to i0, the facility serving j. The extra cost for doing this is at

most the cost of taking the demand from i to j and from there to i0. This distance is at most 2D, and the demand is at most Li/3, and so the total re-routing cost is at most 2Li/3 D.

The above can be summarized in the following theorem,

Theorem 2.1 The load balanced facility location problem has a (2r; 3) approximation where each demand is served by its closest open facility.

Comments:

When I started on the topic, it sounded very interesting. I was very delighted when I got hold of the this and some other papers. But as days passed, I realized the high level mathematical understanding required, to understand somethings like constant approximation, Integer programming.

As my understanding of the mathematical concepts took much of the time, couldnot build a software solution simulating the problem. But, nevertheless, working on the project helped me understand, how one can draw from mathematics and build upon it. It also helped increase my understanding of content delivery network design issues.
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