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Introduction:

The explosive growth of Internet business, along with the proliferation of new IP-based enterprise resource planning applications, is creating a heightened requirement for continuous availability of mission-critical data residing on UNIX, NT, or IBM servers. Enterprises are implementing Internet business strategies to increase revenue, raise customer satisfaction levels, streamline their supply chain management, and optimize their work force. Consequently, enterprises are experiencing ever increasing demands from customers, suppliers, and employees for access to applications and data.

Load balancing can prevent servers from being overloaded. They do that by distributing large numbers of access requests across multiple servers. The requests are directed to the most-available server based on utilization. The requests can also be based on content type such as video and text.


Load balancers can help solve the "server-busy" problem that arises when servers drown from a flash flood of users trying to access them. They prevent that problem by keeping track of where requests have been routed and knowing roughly how busy each server is. By approximating that, they can determine where to direct the next request. 

Load balancers are available as software that runs on a common server or as a combined hardware/software package. 

For example, a cable network company can devote a Web site to the high-profile boxing matches it broadcasts and use load balancers to handle the crush of site hits during the fights. 

Also most users would find load balancing useful because it's an intelligent and affordable method for apportioning high volumes of requests for server access across multiple machines, be they on the Web or in a data center. 

WAN Load Balancing:

Who Needs Load Balancing? 

- Website owners and hosts: For instance, www.zerowait.com might have hundreds of thousands of accessible files available in hundreds of directories and be growing. At a certain point, to manage that many files on a single server is impossible. So you spread them out to many servers and mirror the servers for redundancy. But as many requests for the same information occur from different users, you need to be able to direct them to different servers based on individual server load. With some load balancers, such as the WSD, you can even use URL balancing, which lets you send users to servers based on each URL request (including filename and pathname). For example the requests for www.zerowait.com /sales/ go to one server and those for /technical/ go to another. Networks with Application Servers: You can optimize applications by putting data on servers by type, such as applications that generate dynamic content versus those that provide relatively static data (such as images). Then, load balancing can provide 100% fault tolerance, redundancy, and failover. E-Commerce Businesses: If the data must go through, as with credit card transactions and online catalog sales, you can't afford server downtime. You need some form of load balancing.
A load balancer takes calls sent to a Web server that is busy or down and redirects them to an available server. It also balances server loads to boost performance and prevents any one server from being overburdened. So users can delay or avoid buying more servers as hit counts climb. 

Most load balancers were designed for use with servers on a single LAN. Some load balancers can delegate requests across a wide-area network.

If the load-balancing software supports WANs, then servers can be added to the network at any point in the world, and the servers' performance would still be as high as it would be if they were part of a LAN. And WAN costs are held in check because requests are typically routed to the closest server. The farther you send data over a WAN, the more it costs. 

Load-balancing technology can take many shapes. It can be special software that runs on a dedicated server, a proprietary black box or one of many capabilities in an advanced LAN switch — a computerized box that quickly delivers data from one segment of a LAN to another. 

Load balancing already is built in to some LAN switches. 

Not only can companies configure their load balancers to route requests based on server use, but requests can also be routed based on server content such as video, audio or text. 

For example, if a company has video on two of its five servers, it could route requests from users who want video to those two servers and keep text requests directed to the other three servers. 

It is a good judgement to implement the servers handling the video to be higher-performance units than those handling the simple text are requests.
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1. Multiple users request Web server access.

2. Based on its history of routing calls, the load balancer decides which server should get the request from each PC.

3. The load balancer directs the request to the least-used server. Depending on how the servers are set up, the load balancer could route the request to a server based on content.

Where to route
A sample of ways you can route requests using load balancing
1. Requests can go to a backup server if you're primary server crashes. 

2. Requests can be routed to servers based on the content of the server.

3. Users can be assigned priority levels; for example, a paying customer's request can be routed before a visitor's request.

4. Disaster recovery. If a server is down because of a flood, requests can be routed to a server located in another facility in another city.
WAN load balancing systems let users disperse servers and let them work as one system. WAN load balancers let you locate Web servers closer to users, which produces faster response times. This is very important, because with the Internet you have a geographically dispersed customer base. The Internet benefits from load balancing because traffic travels shorter distances. 

A Denver-based MapQuest, Inc., uses load balancers across the online map and travel company's WAN. Requests from customers to add sites closer to them and for the redundancy purposes, a WAN load balancer will required by Mapquest for that effort.

MapQuest uses an F5 Labs LAN system to apportion 6 million to 7 million hits per day across 15 to 20 Sun Microsystems, Inc. and Silicon Graphics, Inc. Web servers. 

a. Load Balancing Algorithms:

http://www.internetwk.com/reviews00/rev012400.htm
The actual load-balancing process relies on an algorithm to tell it how to distribute requests to the actual servers in a virtual cluster. Traffic can be balanced between available servers using algorithms such as:

Static: A typical static algorithm is round robin, whereby each server will be treated with equal priority. This algorithm simply sends each request to the next server in the group. A static algorithm is not very effective in balancing loads between servers in a cluster, since it is extremely unlikely that loads will be static.

Dynamic: A dynamic algorithm sends the next request to the server that is least loaded. Two typical dynamic algorithms are fastest response and least users. They send the next request to the server that responds fastest or to the one with the least number of current users, respectively. 

Agent-based: The agent-based algorithms use load-reporting software on the servers to determine the actual load on each server. They produce the most accurate results when balancing load. 

b. Load Balancing Methods:

Load balancing helps to ensure efficiency and uptime of server farms (or clusters, as they are sometimes called). You can load balance as few as four servers in an office, but load balancing really comes into its own when integrated effectively into distributed networks, such as that employed by large ISP's or other e-commerce services where users might enter the system from a variety of locations. 

1. Single-Point URL Parsing:

http://www.f5.com/solutions/whitepapers/http.html
URL Parsing has become a catch phrase for companies in the Internet Traffic and Content Management (iTCM) marketplace, who have attached a great significance on the importance of such functionality within their load balancing products. URL Parsing by itself is important, but when faced with new demands and expectations of the Internet today, its limitations become apparent.

URL stands for Uniform Resource Locator – basically a reference or address to a resource on the Internet. A URL can be thought of as a name or file on the network, although URLs can point to other resources on the network such as database queries. URL’s have two main components separated by a colon (:). 

The two components are 1) the protocol identifier and 2) the resource name. So, for example, in http://www.uccs.edu, http is the protocol identifier and //www.uccs.edu/ is the resource name. The protocol identifier thus indicates the name of the protocol to be used to fetch the resource; in this case, HyperText Transfer Protocol (HTTP), which is used to serve hypertext, documents.

URL Parsing is the act of the load balancer looking at a URL, and based on what that URL says, deciding to which server the request should be directed. This provides the ability to optimize content on the servers. The load balancer parses each URL in an HTTP request, then binds the session to the best server in the designated group that is hosting the URL. 

While useful, depending on URL Parsing alone is no longer enough. More and better information is required to properly service customers and their demands.

2. HTTP Header Load Balancing:

The commonly used phrase of "information is power," may not be too far off the mark, as far as an e-Business is concerned. They need to move beyond URL Parsing in order to see more, and receive better quality information to better serve their customers. 

HTTP Header Load Balancing not only provides URL Parsing, but also much more, allowing BIG-IP Controller to make intelligent decisions to determine where the request is to be sent. 

BIG-IP Controller can look closely at: 

HTTP Cookie Header, Client Source Address, HTTP URI (or Universal Resource Indicator), HTTP Header Load Balancing To Groups (Pools) Of Servers and

HTTP Header Load Balancing To A Set of User-Defined Rules 

3. Software Based Load Balancing:

http://www.loadbalancing.net/znote991.html
It is usually installed on a computer platform other than the server being load balanced. It's a low cost solution if deployed on existing software and hardware platforms and there is often no need to place another type of box into the network. 

Internet traffic is typically managed via established network traffic management solutions -- often hardware or hybrid hardware/software solutions like Cisco Local Director. 

Software solutions that not only efficiently direct web traffic, but also provide high-availability, are proving themselves invaluable in keeping websites up and running 24x7. 

One of the primary reasons mission-critical websites have implemented software solutions, rather than using hardware solutions, is their high growth rate; mission-critical sites require scalable solutions. 

Once a traffic management solution is implemented around a hardware box, there are a finite number of servers it can manage effectively. It is only a matter of time before it becomes necessary to install yet another box to manage traffic for additional servers. This model becomes increasingly expensive for companies that must constantly maintain quick and efficient service via their Website. Since hardware become obsolete more quickly than software, constantly adding and replacing boxes becomes extremely costly. 

Software, on the other hand, can be more expensive initially, but it fast becomes cost effective as sites grow and rely on its scalable management systems. Software solutions can also effectively utilize existing hardware in new ways. 

When you implement a hardware load-balancing solution, you have, in effect, given your site a single point of failure. Because hardware solutions are dedicated systems, all traffic managed by a box goes in and out through that box. If your hardware box fails, you lose access to all the servers it manages. 

Businesses that depend on their websites for revenue are turning to innovative solutions to help them control downtime and revenue loss. BankBoston, for example, needed to manage traffic across WAN and LAN and demanded high availability and a scalable solution that could work with their security requirements as well. BankBoston's system now uses Central Dispatch for LAN management and Global Dispatch for WAN management. This solution protects them from multi-level failures, can direct traffic to the content-specific server for ready and efficient response to users' requests, and does this all while maintaining utmost security. 

Software-based Load Balancing Makes Sense.

However, one can incur high costs if one has to purchase a new computer for the sole purpose of running the software at high speed and there are compatibility issues with existing hardware and software. Plus, with all the compatibility issues, you can create multiple points of failure. Customization of both software and hardware is often necessary, resulting in extra deployment costs. 

4. Hardware Based Load Balancing:

Hardware based load balancing comes in three flavors: PC based, switch based, and router based.

PC Based: 
A software solution put into a PC and sold as a package. Sometimes the vendor creates a bridge by installing two NIC cards in the PC. This offers some router-like functionality and saves you the time and effort of integrating a software solution with your existing equipment. However, the result is often expensive. In fact, you can end up spending a lot more than you anticipated. Also, there are many failure points in a PC, far more than found in a switch or router. Examples in the market of PC based load balancing include F5 Labs' Big/IP and Cisco's Local Director and Distributed Director. 
Switch Based: 
A Fast Ethernet/Gigabit Ethernet switch has embedded multiprocessors, making it capable of performing local load balancing among typical servers, providing a Virtual Server IP interface to a set of Real Servers on the back-end. These allow fast traffic pass-through, but do not offer many of the advanced load balancing features found in the router-based solution. In particular, switch-based load balancers lack support for distributed networks and calculations of network proximity. An example in the market is Alteon. 
Router Based:

With a router based load balancer, you can use router functions to establish static and dynamic pathways to facilitate traffic throughput and redirection. Also, there is seamless integration with the existing network, unlike a PC based solution. The router based solution works with any O/S or platform. Routers are robust and rarely fail. Plus, there is no single point of failure. A router based load balancer is the Web Server Director by RND/RADware.
c. Load Balancing Benefits:

Growing the capacity of a network resource is generally achieved through clustering. A server cluster is a set of computer systems connected together through multisystem hardware or software to provide services that were traditionally provided by a single system. Clustering of servers has been in practice for many years and has been used to achieve the following benefits: 

Scalability:

Traditional multiprocessor systems have relatively low scalability limits due to contention for shared memory and I/O. Clustered machines can scale farther in that the workload for any particular user is bound to a particular machine and far less sharing is needed.

Non-disruptive growth-When workloads grow beyond the capacity of a single machine, the traditional approach is to replace it with a larger machine or, if possible, add additional processors within the machine. In either case, this requires downtime for the entire machine. With clustering, machines can be added to the cluster without disrupting work that is executing on the other machines. When the new machine comes on-line, the work can start to migrate to that machine, thus reducing the load on the existing machines.

Load Balancing:

Spreading users across multiple independent systems can result in wasted capacity on some systems while others are overloaded. By employing load balancing within a cluster of systems the users are spread to available systems based on the load on each system.

Continuous Availability:

Individual application instances or machines can fail (or be taken down for maintenance) without shutting down service to end-users. Users on the failed system reconnect and should not be aware that they are using an alternate image. Users on the other systems are virtually unaffected except for the additional load caused by services for some portion of the users that were formerly on the failed system. Some high-availability systems go a step further by moving the users transparently from the failed system to the backup system but that requirement diminishes in importance if session reconnect time is small.

In order to fully take advantage of these features, the network access must likewise be scalable and highly available. Network appliances must be able to function without introducing any scaling limitations that would restrict the throughput of the cluster.

Load-balancing or availability services direct traffic to the most available server farm (through intelligent DNS) or the optimal server (through local traffic redirection.) In today's Internet, a competitor is only a click away. Consequently, customers demand absolute availability from network services. Availability systems monitor the health and responsiveness of web sites or shared services and direct traffic accordingly.

Load Balancing Products:

Quite a few users are reaping the benefits of WAN load balancers.

Networking giant Cisco Systems, Inc. and start-ups Bright Tiger Technologies in Acton, Mass., and Resonate, Inc. in Mountain View, Calif., for several months have been offering systems that serve far-flung Web servers. 'Moving the contact' close to the customer is the name of the game because it improves performance. The increase in the number of users on the 'net and the length of time they stay connected [hurts] performance. Load balancers are a way to address that problem. 

1. Cisco

http://www.cisco.com/warp/public/732/Tech/load/
Load-balancing or availability services direct traffic to the most available server farm (through intelligent DNS) or the optimal server (through local traffic redirection.) In today's Internet, a competitor is only a click away. Consequently, customers demand absolute availability from network services. Availability systems monitor the health and responsiveness of web sites or shared services and direct traffic accordingly.
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Figure 1: Load Balancing Intelligent Network Service with supporting technologies 



Cisco Load Balancing Solutions:

How does the network manager provide continuous availability for the servers? Scale the data center given unpredictable, explosive traffic growth? Make the most efficient use of each server resource? The answer for large enterprise or ISP web sites and IBM Parallel Sysplex sites is load balancing with the Cisco Network Director. 

Network Director is the newest of Cisco's family of load balancing products. Distributed Director delivers geographical load balancing on network topology and traffic patterns.

LocalDirector performs IP server load balancing for small to medium-sized web sites.

Network Director Description:

Network Director fits the needs of the large enterprise web site and IBM Parallel Sysplex data center, which require high availability and scalability for new e-Commerce and Internet business applications. Network Director distributes load-balancing capabilities across any number of devices, enabling the highest levels of availability, scalability, and performance for server applications. Network Director comprises software running on Cisco routers and switches, Cisco's LocalDirector, and application server platforms.

Network Director moves beyond the conventional wisdom regarding the restriction that all traffic inbound for a server cluster must pass through a single load-balancing engine. Network Director provides the customization of routing decisions in neighboring IP routing engines, or forwarding agents, under the direction of a services manager. The combination of fast forwarding agents (whether routers or IP-aware switches) and load-balancing service managers (to provide synchronization and control) eliminates the scalability limitations of the past. And Network Director employs an IP-based feedback mechanism that enables the continuous adjustment of load-balancing decisions.

Through Cisco's patented Multinode Load Balancing Architecture (MLBA), Network Director delivers a router- and switch-based software solution for IP load-balancing of server platforms. MLBA distributes load-balancing capabilities across any number of routers and switches, enabling continuous server availability, scalable load balancing, and non-disruptive server growth.

Network Director's capabilities are achieved with software operating on multiple network components. The Network Director Services Manager runs on Cisco's LocalDirector chassis, the Network Director Forwarding Agent runs in the IOS router and switch platforms, and the Network Director Workload Agents run on the network servers.

2. F5

http://www.f5.com/solutions/whitepapers/http.html
Intelligent Traffic Control With HTTP Header Load Balancing

F5 Networks’ BIG-IP® Controller now includes Internet Traffic Control, which includes a new set of rich features that enable greater flexibility and diversity for intelligently managing user traffic. One of these features is called HTTP Header Load Balancing (Figure 1). It allows BIG-IP Controller to identify specific traffic based on HTTP header information, then direct that traffic to a set of servers or devices that can best service the request. This gives an e-Business the ability to allocate server resources based on the type of application being requested most.

Figure 1: HTTP Header Load Balancing
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A server pool is a group of server resources capable of responding to an end user query. BIG-IP Controller directs inbound requests to a server pool based on a set of rules defined by the user, while applying its full high availability and intelligent load balancing capabilities – ensuring best response and differentiated services that best match customer requirements.

HTTP Header Load Balancing not only provides URL Parsing, but also much more, allowing BIG-IP Controller to make intelligent decisions to determine where the request is to be sent. 

BIG-IP Controller can look closely at: 

HTTP Cookie Header

Imperative for E-commerce applications, BIG-IP Controller ’s ability to recognize whether a customer is, for example, "gold" (a frequent buyer) or "bronze" (only an occasional buyer) means better priority of service. A "gold" customer can thus be load balanced to a pool of servers reserved for similar high priority customers.

Client Source Address

BIG-IP Controller can view the source of the address, and make high availability and intelligent load balancing decisions based on this information. For example, an Extranet business partner, who just sold 200 BIG-IP Controller’s and requires authorization information from F5, will be recognized as such through their IP address and immediately load balanced to a pool of specific "authorization" servers.

HTTP URI (or Universal Resource Indicator)

Suppose a customer (one that is recognizable through past business dealings or because they had previously provided information about themselves) arrives at your music site to download the latest MP3. With BIG-IP Controller, you can send them to the server that will provide the fastest possible download of music. Other "unknown" customers who are just surfing through your site will still receive the benefits of high availability and intelligent load balancing through BIG-IP Controller– just not the blue ribbon service given to those other priority customers. 

Additionally, BIG-IP Controller can also recognize and provide high availability load balancing to any HTTP header, including HTTP Version, HTTP host field (also known as URL) and HTTP method being used in the request (get, put, etc.)

All of this information, or variations of it, is then compared to present criteria, known as a rule, to determine how to divide the requests amongst groups of servers, also known as pools. 

HTTP Header Load Balancing To Groups (Pools) Of Servers

A server "pool" is a BIG-IP Controller feature that represents a group of server resources capable of responding to an end user query. Inbound requests are directed to a server pool based on a set of rules defined by the user. 

HTTP Header Load Balancing To A Set Of User-Defined Rules 

A load-balancing rule is a BIG-IP Controller feature that directs end user requests to the appropriate server pools. Rules are defined as follows: 

Allow routing by HTTP request content 

Allow routing by client address 

Allow routing by a combination of factors, using logic such as if, and, or, else 

Are independent of virtual servers 

Are highly flexible and extensible 

The Ability To Look Deeper

BIG-IP Controller can literally look two thousand characters ‘deep’ into the HTTP header. So, if a business has a very long URL, BIG-IP Controller can examine it, and make a load balancing decision based on its entirety, not just pieces. This is an advantage over other load balancing products that can only view, say, a maximum only 128 characters deep (usually less). In the latter case, the load-balancing product is forced to truncate the URL in order to make a load balancing decision. Therefore, it can 1) only see part of the overall customer picture and 2) will never be able to see any of the other headers (http cookie, http URI, etc).

3. Allot Communications
http://www.allot.com/products/load_balancing_DS.htm
Web and other Internet-based server farms are a critical company resource. However, increased complexity of server farms and the need for improved server performance have created the need for network managers to more efficiently control and distribute server traffic. The Allot NetEnforcer allows you to define advanced load balancing policies that reflect the capabilities of individual servers on your network. Using advanced load balancing and traffic management algorithms, the NetEnforcer continuously adjusts both the flow and prioritization of applications through the network and the distribution of those applications to servers resulting in efficient, optimized traffic throughout the network.
The NetEnforcer allows you to control and balance traffic to enterprise, corporate, and service provider server farms. It examines all user traffic and, when appropriate, redirects traffic to the appropriate server according to centrally defined policies. It then goes beyond traditional load balancing equipment by allowing you to define single policies that control both the prioritization of applications on the network and the distribution of those applications to servers.
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Figure 1. Load Balancing Network Configuration
Using the NetEnforcer, you can avoid inherent problems associated with adds, moves, and changes to your Internet server farm. For example, the NetEnforcer allows you to grow your network as required while minimizing changes. You can add a new server to your current server farm while retaining the capabilities of your current servers. You can remove or upgrade servers without changing your basic network configurations. You simply instruct the NetEnforcer to understand the new changes.

If problems arise on your network, the NetEnforcer will automatically reroute traffic around a down server or, alternatively, send a message back to the client telling the user the reason for the outage. Additionally, you can bring your servers down for maintenance while maintaining connectivity to the rest of your server farm.

As server needs and demands grow, the NetEnforcer lets network managers seamlessly add servers and distribute traffic according to the individual capabilities of each server.

Specifically, the NetEnforcer allows the definition of network traffic as broadly and narrowly as needed using conditions such as network addresses, TCP Ports, time-of-day, and WEB content type.

Policies can be defined to reflect the individual capabilities of each server. For example, policies can be defined to redirect all video to the video server, all web traffic to the web server, and all employees in marketing to the marketing server.

Traffic that flows through the NetEnforcer and matches the defined policy will result in the traffic being automatically rerouted from the NetEnforcer to the specific server that best meets the capabilities defined by the policy. Traffic can then be balanced between available servers using algorithms 

Load Balancing Applications:

a. Dynamic Load Balancing on Web Servers

http://www.comp.nus.edu.sg/~chenting/urop/Load%20Balancing%20Approaches%20Summary.html
With the explosive popularity of the Internet and the World Wide Web (www), most popular Web sites are expecting overload from a rapid increasing number of accesses at the same time. A distributed architecture with multiple servers is a promising solution. However, the problem of workload balancing on the multi-server system should be carefully studied. 

Design Goals:
1. None of the servers should ever be overload. 

2. Server Load should be evenly distributed among the machines.

3. If any server fails, the failure should be mask by distributing the requests to the remaining servers.

4. (Optional) The design should have the capability to add more machines to the cluster without bringing down the service.

Notes:

Generally speaking, successful load-balancing approaches should be transparent to users; that is, the client is unaware of or not necessary to know the existence of distributed web servers system. There are other alternatives of course. One of the popular choice is to show to the client side the current workloads of the servers and let users to choose the lowest one (e.g Our school’s registration system adapts this solution). However, this scheme is restricted by the refresh rates of the latest servers workload and therefore a current light-loaded may become overload under burst number of requests.

Overall System Modeling: 

1.Server Side

1.1.Network location—choices between WAN and LAN

Servers may locate on the LAN or a geographically distributed WAN. 

The architecture based on LAN is easier to implemented as well as information sharing (like file sharing and exchange of server workload information) due to the low overhead. 

WAN system avoids the problem that the network bandwidth (other than the server system capacity) affects the overall performance. 

1.2.File distribution 

1.2.1 Servers with replicated contents on each local disk 

This means that any server can serve the any request. The system is simple and easy to configure. However, this also implies each server should be able to hold all the data file (the size may be as big as tens of GB). Thus several powerful servers are needed, which in some sense defeats the purpose of the load balancing system---using cheap and abundant servers to replace powerful but expensive one. 

1.2.2 Servers with a distributed file system (information sharing)

Files are distributed across servers with each server holds parts of the data.

1.2.3 Servers with a AFS and local cache files 

This approach has been used in the NCSA server successfully. A central file server will hold all the data. And the server hosts act something like a middleman between the file system and clients.

2.Network modeling

2.1 A simplified model:

This simple model consists of three main entities: 


Clients behind their own proxy servers; 


A DNS server which resolves address name requests sent by clients. 


A cluster of servers holding the documents wanted by clients. 

2.2 A more realistic model: 


In this model, we add in intermediate name servers and consider the name 


resolution caching over intermediate name servers. 

After the initial name-to-IP resolution, all the name server along the path will have a local copy of the cluster’s IP address. The authoritative name server for the web cluster will also assign a TTL(time to live) period to specify the cache valid time. In the TTL period, the DNS will be bypassed.

3. Load modeling: 

First as a Web server cluster, most of the requests handled by the servers are HTTP requests. And a client session consists of one address resolution and several subsequent Web page requests.

According to the latest HTTP/1.1 protocol, a TCP connection between the server and client is established after the server gets the request. The TCP connection terminates only after the connection is not used from a given period (configured by the server).

Related Works:

Basically, the schemes can be grouped according to which entity is responsible for distributing incoming requests.

1. DNS-based approach 

Ideally, all the clients must go through the address name resolution process before they can send the request. For example, if a remote client wants to fetch a file located on the NUS Web server (say www.nus.edu.sg/urop). Before the client send a HTTP request for the file, it should first locate the server. This is done by a string of name-to-IP resolutions. And most often, an authoritative name server (typically it is just the server's local ISP) will be the final stop of such a recursive (or iterative) process.

1. Stateless algorithm: RR-DNS 

2. DNS by system state information

The system state information can be categorized to two main groups: 

Server-side information 

The feedback from the server-cluster can help DNS make decision. The kinds of feedback information can range from:

Asynchronous alarms. The server will return an alarm if it is overloaded or is heavily utilized.

Present Load Information. This policy, for a setting interval, reports to the DNS the utilization level of each individual server.

Client-side information 

The approach based on server-side information is still not satisfactory in practice for it still has not yet considered the uneven distribution of the clients. To take this factor into account, the concept of hidden load weight is coined. 

Hidden load weight attempts to measure the request rates from each clients domains periodically. Those domains generating more requests will have high hidden load weight.

The details about calculating the hidden load weight can be found in[1]

Based on the hidden load weight, the following two algorithms are devised:

1. Adaptive TTL 

In this algorithm, those popular client domains will be assigned with a lower TTL period. Thus, they will have to turn the DNS more frequently than others. And the chances that they stick to the same server will be reduced. 

2. RR-2 

This is an extension of the RR-DNS algorithm. Client domains will be classified according to their hidden load weight into two groups: hot and not-popular. In each of the two groups, the Round Robin Algorithm will be implemented. Hence each server will be assign with rough equal number of hot domains as well as unpopular ones. In this manner, load balancing is achieved.

2.Dispatcher-based approach 

The dispatcher-based based implements load distribution on the TCP layer. This effectively eliminate the problem associated with the DNS-based approached. All the requests have to go through the dispatcher. However, this also makes the dispatcher as a potential bottleneck.

The dispatcher, which is essentially a TCP router, has a virtual IP address (known to outside world). And it identifies the web servers in this system either by their private IP addresses or even lower level addresses (like ether-net addresses if the dispatcher and the servers are in the same LAN). 

It is interesting to notice that current dispatcher-based schemes all uses simples distribution algorithms (like round robin or some simple feedback from servers). One reason behind this is to ease the burden of the central dispatcher. 

Note: The dispatcher must ensure that all the requests in the same TCP connection session go to the same server. Thus it must maintain a TCP connection table. 

1. Packets rerouting with IP header modification. 

The dispatcher rewrites the IP header with the private IP address of one of the servers. And after the packet reaches the server:

a. The server replaces the IP header with the private IP address of the dispatcher and sends the response packet to the server. This is also called packet single rewriting (by the dispatcher).

b. The server sends back the response packet and the dispatcher will have to do the private-virtual IP address replacement again. Then the dispatcher will forward the packet back to the client. This is also called packet double rewriting.

Obviously, the double rewriting process adds much burden to the dispatcher. But on the other hand, the packet single-rewriting requires changes to each of the servers’ TCP/IP kernel code

2. Packets forwarding:

Network dispatcher. In this scheme, the dispatcher and the servers are in the same LAN and shares with the same virtual address. And when the request packet arrives at the dispatcher, it will forward it to the appropriate server according to the server’s private address(MAC address) without IP address modification. More details about this can be found in [2]. 
ONE-IP address. This scheme uses the if config alias in the Unix system. Each server thus has at least two IP addresses. 

However, from my view point, I regard this approach as only a slight variation as Network dispatcher and the single-rewriting approach.

More details can be found in [3]

3. HTTP redirection 

In this scheme, the central dispatcher receives all incoming requests and not forward it to the servers. Instead the dispatcher decides the most suitable server and returns the IP address of the server to the client. Then the client will send the request to the server directly.

Notice that what is sacrificed here is the response latency for there exists duplicated client and server connections.

3.Server-based approach 

A noticeable characteristic of the above two main approaches is that a central entity (DNS or dispatcher) is solely responsible for the load distribution. The server-based approach makes every server participate in the process of load distribution via inter-server communication. 

Most often, a DNS server will initialize the whole process by appointing a server .

3.1 HTTP redirection

When the appointed server is actually overloaded or near to it, it will find a more suitable server and redirect the request by sending the IP address of the selected server back to the client. The major drawback of the client is that it has to re-establish a connection.

3.2 Distributed cooperative Web servers [4] 

Different with other schemes, this algorithm tries to ease the burden of a heavily used server by migrating the highly popular documents to other cooperative servers.

It should be pointed out that the servers in this architecture do not replicated the files system. They each maintain an independent set of files.

The complexity of the system comes from:

1. Decision on which file should be migrated.

2.The housekeeping working in updating the file architecture after the migration.

Evaluation Criteria:

There is no consensus on what kind of metrics should be used to evaluate the various schemes. Different researchers use different sets of criteria: 

1. Distribution of maximum server utilization: 

This criterion measures the fraction of time that the maximum cluster utilization is below a certain value. This metric does give a picture about whether or not the entire system is over-utilized. 

But it is short in telling if the workload is evenly distributed across different servers since it only considers the most utilized server node. 

2. Scalability Consideration:

This policy, tries to value peak load (bandwidth or number of TCP connection) of the systems with various number of servers.

If the system shows linear increase in handling peak load with corresponding increase in the number of servers, it tells that the algorithm performs well in the load balancing.
b. Traffic Management Applications

The four major Internet traffic management applications are: 

Reliable Server Load Balancing (SLB): 
Distribute IP-based services and transparently balance web traffic across multiple servers while continuously monitoring server and application health (i.e., TCP, UDP, SSL, FTP, Telnet, SMTP, HTTP, POP3, iMAP, LDAP, NNTP, DNS, BootP, and TFTP). This enhances overall reliability and availability of the services while simultaneously ensuring server farm accessibility.


Global Server Load Balancing (GSLB):

Distribute services transparently across multiple web sites and server farm locations and balance the traffic across those sites/servers on a global basis while monitoring web site/server and application health. By directing the client to the best site for the fastest content delivery, ServerIron enhances a user's overall web experience and reduces bandwidth costs.


Firewall Load Balancing (FWLB): 

Increase the network's overall firewall performance by adding the ability to load balance Internet traffic through multiple firewalls. Overcome firewall scalability limitations, increase firewall throughput and performance, and improve firewall resiliency by eliminating the firewall as a 'single point of failure'.


Transparent Cache Switching (TCS):
Eliminate the need to configure each client browser, improve Internet response time, decrease WAN access costs, and increase overall web caching solution resiliency by balancing web traffic across multiple caches. ServerIron improves service availability by implementing cache health checking and redirecting client requests to the next available cache server or directly to the origin server in the event of a cache or cache server farm failure. 

c. Load Balancing for Internet Dedicated Servers
http://www.techprise.com/products/ids_loadbal.html
Switches improve reliability and response time. The intelligent switches analyze content request and direct users to the best location or server. By deploying this distributed architecture, the site's performance will improve because site traffic can be spread across multiple systems. In addition, reliability is increased because if a system failure occurs, content traffic is redistributed among the remaining active systems. This, in turn, keeps the site active while a replacement system is brought online. 

The below figure illustrates the most basic implementation of a load balancing solution. In this figure, web requests are distributed across the three front-end web servers. There is a backend database server, which provides the web servers with information and stores data when applicable. In this design, the switch is a single point of failure. 
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In this configuration, if one Alteon web switch fails, the other Alteon web switch immediately jumps in and begins fulfilling requests. The switches use Virtual Redundant Router Protocol (VRRP) in order to support this active and simultaneous implementation of switches. 
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Key benefits include: 

· Improved site response time and uptime 

· Content Awareness 

· Easily scalable architecture 

· Enhanced capabilities for E-commerce transactions 

· Flexible Filtering 

· Improved quality of service 

Conclusion

Making load-balancing decisions based on only a few traffic factors is the equivalent of Internet ‘tunnel vision.’ To better service their customers or potential customers, e-Business needs to see greater detail — and control a wider-range of traffic. F5’s BIG-IP Controller contains new methods of intelligent traffic control that give e-Business nearly unlimited flexibility and manageability over the flow of IP based traffic. This detailed level of control – not only in relation to URL Parsing, but for the entire HTTP header — allows managers of the Internet infrastructure to optimize their backend resources and deliver the highest level of service to their customers. 

Load balancing is an old technique that continues to be applicable, perhaps more than ever before, to the challenges posed by distributed business computing. Rather than looking for new silver bullets, judicious use of even simple load balancing techniques can help you architect a responsive, efficient application.
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