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Abstract—Popular documents are frequently mirrored on multiple sites  sends the second half, etc. The size of the part delivered by
in an effort to share the load and reduce clients’ retrieval latencies. How- one server is proportional to its rate, thus, a slow server will de-
ever, choosing the best mirror site is a non-trivial task and a bad choice may . . : . .
give poor performance. We propose a scheme in which clients access mul-hver asmall part of the document Wh”_e afast Serve_r will dellver_
tiple mirror sites in parallel to speedup document downloads while elimi- @ big part of the document. To achieve the maximum possi-
nating the problem of server selection. In our scheme, clients connect to ble speedup, all servers must finish transmitting their part at the
mirror sites using unicast TCP connections and dynamically request d_lffer- same time, i.e.all servers must be delivering useful data to the
ent pieces of a document from different sites. The amount of data retrieved ™ . . . . .
from a particular site varies depending on the network path/server condi- Client until the do?ument is fully received. To calculate the size
tions. Dynamic parallel-access can be easily implemented in the current of every part, a history based parallel-access uses a database of
Internet and does not require any modifications at the mirror sites. Using previous server rates. which is refreshed periodically e.g. ev-
dynamic dynamic parallel-access, all clients experience dramatic speedups 10 minut Wi ,f d that a hist b d ”’ |
in downloading documents, and the load is shared among servers without €Y minutes. e fin ata .'S.Ory' ased paraliel-access
the need for a server selection mechanism. Even in a situation where clientsScheme can speedup the transmission of a document when the
are connected through modem lines, dynamic parallel-access offers trans- network/server conditions do not change, since it is easy to pre-
mission rates at least as high as the fastest server. dict the rates from the client to every server based on previous

measured rates. However, in the case where the network/server
[. INTRODUCTION conditions change rapidly, especially during day time, a history-

The exponential growth of the Internetis overloading populgrased parallel-access scheme has poor performance since it is

servers, increasing the demand for bandwidth, and increasi able to corregtly predict the rate of the different servers dur-
the clients’ retrieval times. In order to alleviate these problerﬂg, the transmission of the document.
multiple copies of popular documents are often stored in sev-Dynamic parallel-access works as follows. A client partitions
eral locations. With network caching, geographically dispers@ddocument into small blocks and first requests one different
caches pull and store copies of a document. With mirror séock from each server. When a server finishes the transmis-
replication, documents are replicated at secondary sites in arsé@n of one block, the client requests from this server another
fort to both distribute the load of requests across servers andteck that has not yet been requested from any other server.
decrease clients’ retrieval latencies. When the client receives all blocks it resembles them and re-
When a copy of the same document is placed at multiple sité@nstructs the whole document. Negotiations between the client
choosing the best site is not trivial and the obtained performarid the servers indicating which block to get, are performed at
can dramatically vary depending on the selected site [1] [2] [3e application-level using the HTTP1.1 byte-range header [4].
However, the fact that there are several copies of the same ddeltiple application-level negotiations for the same document
ument in geographically dispersed servers allows clients to &d the same server server, use the same TCP persistent connec-
cess several servers in parallel and obtain from every servdioa to avoid multiple slow-start phases [5]. For every negotia-
different portion of the document. Using a parallel-access elition between the clientand each server, there is a round-trip-time
inates the need for a complex selection process and perfoffR§T). during which no data is transmitted (see Figure 1). To
load balancing among the different servers. Additionally, a pavoididie times, requests for several blocks to the same server
allel access can significantly speedup the transfer of a documéaf be pipelined. Thus, before one server ends the transmission
Clients experience a transfer rate close to the sum of the indiviti-one block, the client requests another block from the same
ual transfer rates of the servers contacted. server. The scheme ImplICItly adapts to Changing network and
In this paper we develop a parallel-access scheme that (fg¥er load. When the number of blocks is large, the degree of
application-level negotiations to schedule the transmission @i@nularity is high and it is easy for all servers to deliver useful
different document parts from mirror servers. We considétformation until the complete reception of the document.
two different parallel-access schemes, higtory-based TCP ~ We have implemented a prototype of a dynamic parallel-
parallel-access , and (igynamic TCP parallel-access . With access scheme as a JAVA client that receives the URL of the
a history-based parallel-access , clients speaifyiori which mirror servers as input parameters. We evaluated the dynamic
part of a document must be delivered from each mirror servparallel-access scheme for a different number of mirror sites,
e.g., server one sends the first half of the document, server tlifferent document sizes and various network/server conditions.



Client Mirror Site dynamically probing [2], combining server push with client

- getBlock i probes[1], and statistical record-keeping [7]. The work in [7],

and the work of others, indicates that the choice of the best

server is not always obvious and that the obtained performance

/ can dramatically vary depending on the server selected.

o One of the most relevant related work in parallel access is
Block i MG Maxemchuk’s work on dispersity routing [8] and Rabin’s work
on information dispersal [9], where a document is divided into
several pieces and each piece also includes some redundant in-
/ formation. The receiver obtains different pieces of the docu-
dle Time ment along different network paths and when the receiver has
(RTT) enough pieces the document is reconstructed. Currently there
getBlock i+1 7o are several software packages that allow clients to dynamically
pause, resume, and jump from one mirror site to another dur-
ing a document transmission if the current mirror site is very
slow [10][11][12]. Other software packages allow to open mul-
tiple parallel connections to a certain site to speed the download

Extensive experiments using the JAVA client implementatio(??c a certain document [13]. The document is divided into sev-

. . ral pieces and different pieces are delivered in different con-
showed that dynamic parallel-access offers dramatic spee g%tigns P
in downloading a document, even when network/server conlE '

tions change rapidly. Very high speedups are obtained wherBYers et al. [14] proposed to access multiple servers in par-
all the servers contacted have similar performance. In the cael using erasure codes [15] [16]. They proposed a parallel
when one of the servers is much faster than the others, the re@ifitess scheme for open-loop multicast/broadcast distributions.
ing speedup is not as significant when compared to the fastdstng erasure codes, servers take the original document, con-
server's performance. Even in this latter case, however, figting onk packets, and generateparity packets with the prop-
parallel-access scheme offers response times that are at lea@ftiéhatany & out of thek + . data plus parity packets can be
low as the ones provided by the fastest server contacted, whi€d to reconstruct the originapackets. Servers generate dif-
avoiding the complicated task of making a server selection. ferent sets of parity packets and cyclically transmit parities and

A para||e|-access scheme works efﬁcienﬂy in the case Wr@'riginals. Clients can recover the whole document as soon as
there is no common bottleneck in the path from the client tbey receivek different packets, regardless of the which server
the origin server. However, in the case when clients accéBg packets came from [14]. To efficiently encode large doc-
information through a slow link, e.g. a modem link, connectiments with small encoding/decoding delays, special erasure
ing to several servers in parallel may not result in an additiorzZ@des, such as Tornado Codes[16], must be used. Using Tor-
speedup. For clients connecting through a modem link, a djado codes, an open-loop parallel-access scheme can be scaled
namic parallel-access provides transfer times that are as gootPaslarge number of clients and servers. However, this approach
the ones offered by the fastest server. In the case when the fi§ifiuires the servers to encode all their documents and the clients
ror servers are very slow, the modem link is not a bottleneck afgdnstall decoders to reconstruct the encoded documents. In ad-
a dynamic parallel-access reduces the transfer time even nbifi@n some problems still remain unresolved, e.g., how to stop
than the transfer time offered by the fastest server. the servers, or congestion control.

A dynamic parallel-access to multiple sites provides bet-|n the current Internet, most of the communications are per-
ter speedups than a multiple parallel-connection to a singi#med via unicast between the clients and the servers. Clients
server, since parallel connections to a single server competedag servers use close-loop communications, exchanging feed-
the same server/network resources. Using a dynamic paraliglck messages at the transport-level (TCP) to implement relia-
access to different mirror servers, parallel connections do mlity and congestion control. Thus, we propose to implement
compete among them and the resulting speedup is very highalparallel access scheme where clients and servers connect via
addition, with a parallel-access to multiple servers, the numhgiicast using TCP. A dynamic parallel-access uses application-
of TCP connections per server is kept low and every TCP cdgvel negotiations to dynamically request different pieces of a
nection lasts for a shorter period of time. The load is shargdcument from the mirror servers. Using the standard TCP
among the servers, and therefore, a higher number of receivgid HTTP protocols, a dynamic parallel-access achieves very
can experience high speedups. good speedups, without requiring to re-encode any document

on the server. Our dynamic parallel-access implementation can
A. Related Work be easily included in Web browsers without any modification

Choosing the best mirror site has been subject of research difirthe mirror servers and no additional buffer requirements at
ing the last years. Several techniques have been proposedtia-clients (since current Web browsers already support support
cluding multicast communication to poll all the mirror sites [6]ppening multiple parallel connections to the same server). It can

Fig. 1. Dynamic parallel-access : Block request.



also be included in cache sharing protocols [17] [18] to speedup i < M. Let S be the document size. LetS be the size of

the download of popular documents and balance the load amding block delivered by servérand let?; ; = O‘M’f be the trans-

neighbor caches with a document copy. mission time of this block. To achieve a maximum speedup,
all servers must finish transmitting their block at the same time,

B. Assumptions thus,T;, ; = T, ; forall i, j € {1, .., M }. When all servers trans-

We considepopular documents that are identically ( bit-by-mit thei'r plock at the same time, there are no servers that' stop
bit) replicated on several mirror servers. We consitege transmlttlng before the doc'ument is fully received. To achieve
documents of several hundreds of KBytes. For small docdMaximum speedup the sizeS of the block sent by server
ments, several documents should be grouped into a bigger dB¢iSt be equal taS' = = .o Fast servers send a big-
ument, before applying parallel-access to the bigger documggt portion of the document, while slow servers send smaller
(ie. group allimages and text from a Web page into a singigtions. The parallel ratg, achieved when all servers keep
document). sending useful data until the document is fully received, is equal

We assume that the path from the client to the mirror servgfsine sum of the individual rates to every senvgr= Zg\{l s,
is bottleneck-digoint, that is, packets from one mirror server are A history-based parallel-access needs to use a database with
not slowed down or dropped due to packets from another Mitzormation about the previous rates from the different servers
ror server. We consider that servers apd clients |mpl'ement tB8he receiver to estimate the rate to every semver,Instead
HTTP 1..1 protocol [4] 'to'allow for persistent connections angs having one database per-client, a single database could be
application-level negotlathns. . . shared by a group of receivers connected through a proxy-cache.

The rest of the paper is organized as follows. Sectionthe gatabase is actualized every time that a client connects to a

presents and analyzes a history based parallel-access undeggi{jer or can be actualized periodically with an automated prob-
ferent network/server conditions. In Section Il we present ﬂ’ilﬁg from the proxy.

dynamic parallel-access and demonstrate that it offers dramatic

speedups for different document sizes, number of servers, andexperimental Setup
network conditions. Section IV considers a dynamic parallel-
access where a client is connected through a modem link.

To evaluate history-based parallel-access we have imple-

ionV/ d . llel ith h &nted a parallel-access JAVA client program that takes as input
tionV.compares a dynamic parallel-access with a scheme w aFameters the URLs and uses a database of previous rates from

the clignt opens multiple. parallel connectiong to the bkt %ry mirror server to the client. The JAVA client performs a
a}nd simulates a dynamic parallel'- access with pipelining. S(?‘ﬁétory-based parallel-access for the requested document, saves
tion VI concludes the paper and discusses some future Work“[he document locally, and records the time it took to download
the document. To calculate the size of every block, clients need
to know the total document sizé To obtain the document size,
Concerning the discovery of mirror sites, the most frequetiie parallel-access JAVA client polls the servers using a HTTP
approach is to publish a list of mirror sites on the master Webquest at the beginning. The document size could also be pre-
site. Clients, manually select the server that they believe will Q{Ecorded ina proxy cache or given to the client through a DNS
fer the lowest retrieval time. Some search engines provide a &#kver, thus, avoiding additional RTTs to poll the servers.
list of mirror sites and rate them in terms of loss rate and rOUﬂd-To ana|yze the performance ofa history-based para||e|-access
trip-time [10]. Several organizations running mirror sites arécheme, we performed several experiments using mirror servers
modifying DNS servers to return to the client the IP address pf the Internet. In particular we considered several mirror
the administratively closest mirror site [19]. Other recent studervers of the Squid Web Page (http://squid.nlanr.net/) [22]. Fig-
ies suggest to extend DNS servers [20] or a central directory [2kk 2 shows a network map with the mirror servers considered
to return a full list of all servers containing a copy of a certaifind the bandwidth of the slowest link in every path as given
document. Current cache-sharing protocols [18] [17] keep logg} pathchar [23]. The Java client is always located at EURE-
information about the location of duplicated document copies @OM, France. Since the servers are situated in different coun-
neighbor caches. When a client requests a certain documentigigd and given that the connection from our institution (EURE-
the document is not found in the local cache, the local cache v@lbM) into the Internet has a high access rate, a parallel-access
re-direct the request to the best neighbor cache with a documgstinection from a EURECOM client to the mirror sites is likely
copy. to be bottleneck-disjoint.
We evaluated a history-based parallel-access schemeévery
Il. HISTORY BASED PARALLEL -ACCESS minutes, making sure that different experiments do not overlap.
A history-based parallel-access uses information about ¥ run the experimentt hours a day during a0-day period
previous transmission rates between the client and every naind averaged over thé-day period.
ror server. It needs this information to decide a-priori which
document part should be delivered by each server. The cliéh
divides the document intd/ disjoint blocks, one block for ev-  Next, we present the performance of a history-based parallel-
ery mirror server. Lel; be the transmission rate for senéier access where a client at EURECOM request§aKByte doc-

C. Mirror Ste Discovery

tAnalysis of the Results
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(@) s =763KB, M = 2.
ument from two servers (Austria and UK), which have average
transmission rates betwegt— 100 Kbps. The actual document
is the beta version of the SQUID 1.2 software [22], gzipped. The 250
database with the previous rates from the client to every serve
is updated when the JAVA client performs a request for the doc- o g,?g&%al
ument, that is everyt5 minutes. The client assumes that the _ 200 | —=— Slovakia
average rate offered by every seryerwill be equal to the rate § - /;”St:f":a
obtainedl5 minutes before. g - ozrt?mim
In Figure 3 we show the transfer time offered by a history- 81507

. . . c
based parallel-access , and the transmission time offered L 2

an individual connection to every server. In addition, we also T 109

show theoptimum transmission time. The optimum transmis- o
sion time is the transmission time achieved by a parallel-acces-E
scheme where all servers send useful information until the doc
ument is fully received and there are no idle times between the
reception of two consecutive blocks. To calculate the optimum
transmission time, the average rates obtained from every servi
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after the reception of a document are used. We see that dui-
ing the nights, when network conditions do not vary much, a
history-based parallel-access can efficiently estimate the aver-
age rate offered by every server and significantly decreases the
transmission time compared to the situation where the client ac-
cesses a single server. However, during day-time, network con-

ditions rapidly change and estimating the rate to every server Ysg any database and does not need to estimate the rates to the
ing the previous rates achieved, results in bad estimates. Thil$vers. Instead, this parallel-access uses dynamic negotiations

the obtained transmission times with a history-based parallgkyeen the clients and the servers to adapt to changing network
access can be higher than the transmission times when clig@iSitions in real-time.

access every server individually. When the rate to every server
is wrongly estimated, some servers stop transmitting before the
document is fully received, thus reducing the speedup.

Similar performance of a history-based parallel-access aréVe consider a parallel-access scheme that uses dynamic ne-
also obtained for a different set of mirror servers (Figure 3(b)jotiations between the clients and the servers as the transmission
During day times the database could be refreshed more fofthe document progresses. With a dynamic parallel-access the
qguently and other more sophisticated estimating algorithrdecument is divided by the client int8 blocks of equal size.
could be used. However, finding the right refresh period andla request a certain block from a server, the HTTP byte-range
good algorithm to estimate the rates is not an easy task. In negtader is used. Clients first request one block from every server.
section, we present another parallel-access scheme that doeEvery time the client has completely received one block from

(b) S = 763KB, M = 4.

Fig. 3. History Based parallel-access .

I11. DYNAMIC PARALLEL-ACCESS



a server, the client requests from this server another block treges from5 to 15 KBytes/sec, however, the instantaneous
has not yet been requested from another server. When the cliatés greatly fluctuate during the course of the day. We have
receives all blocks it resembles them and reconstructs the whthesenB = 30 blocks. Our current implementation of dynamic
document. The following points need to be considered whearallel-access does not consider pipelining to reduce the idle
determining the size of the blocks requested: times (see Section IV-A for a discussion on pipelining).
« The number of block®? should be larger than the numbgr
of mirror sites that are accessed in parallel.
« Each block should be small enough to provide fine granularity
of striping and ensure that the transfer of the last block requeste o g,%?;’éal
from each server terminates at about the same time, thus, ful 5qgl| —s=—  Slovakia
utilizing the server and network resources. —o— Australia
« Each block should also be sufficiently large as to keep theZ L g?)rt?r'rﬁ'm
idle times between the transmission of consecutive blocks sma 8 1501
compared to the transmission time of a block (see Figure 1).
To reconcile the last two points, the document requested Vi3 199
parallel-access should be sufficiently large, i.e. in the order 0 g
several hundreds of KBytes. =
Since clients need to perform several negotiations with the 59
same server during the transmission of a document, TCF
persistent connections are used between the client and eve 0 S
server to avoid several slow start phases. When there are le 0 2 4 6 8 10 12 14 16 18 20 22
. . . time of day
than M blocks missing, idle servers may start transmitting in
parallel a block that has already been requested from anotherrig. 4. Dynamic parallel-accesss. = 763 Kbytes,B = 30, M = 4.
server but that has not yet been fully received. With this ap-
proach, clients experience a transmission rate that is at lea
equal to the transmission rate of the fastest server. The m
mum number of servers that can be transmitting the same bl
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sec)

own

Tim

3_}\le compare the transfer time of dynamic parallel-access with
%ﬁﬁ transfer time of an individual access to every server and the

in parallel is limited to two, to avoid a possible bandwidth wast optimum transfer time that can be achieved if all servers keep

Th idth in th : ne ?r'ansmitting ugeful .data until the'document is fully received ano!
e bandwidth wasted in the worst case, is equaho- 1), if there are no idle times. From Figure 4 we can see that dynamic

where  is the block size. However, the bandwidth wasted Phrallel-access offers very high speedups compared to an indi-

ver is much smaller sin low servers that did n T L
average is much smaller since slow servers that did not CMYual document transfer from any server. The transfer time is

plete the transmission of a block, are stopped after the documglif e g fromp0-150 seconds ta0 seconds during all the peri-

is fully received, and only those block-byt.es already trapsmﬂtta%s of the day. Even during highly congested periods, where the
by the S,Elow sefrve(;s are Watsiﬁd't Decrebasmg the gkéc%li'lﬂﬂie d network conditions rapidly fluctuate, a dynamic parallel-access
percentage of a document that may be received duplicated ggn, . very small transfer times. We observe that the transfer

b? made very 5”.“"‘”- In adglltlon, to avoid any bandywdth WasSHine of a dynamic parallel-access is very close to the optimum
clients could easily determine the fastest server during the traps

o . . nsfer time which is an upper bound on the performance of
mission of the document. Only this server would transmit t PP b

e arallel-access scheme. A dynamic parallel-access is only
missing bytes of the last block and the other servers would e(F:)oupIe of seconds slower than the optimum since there are

stopped. Thus, slight modifications of a dynamic parallel-acceés

: ; : . = 30 idle times, which can be avoided using pipelining.
can a\{0|d most |fnot all the duplicated packets while hardly in- Next, we consider the situation where there are two fast
fluencing the obtained speedup.

servers 10 KBytes/sec) and two slow oned(( KBytes/sec).

The fast servers are located in Greece and Spain, and the slow

ones in Australia and Israel (Figure 5). The document size is
To evaluate the performance of a dynamic parallel-accessaller than in the previous experimeft= 256 KBytes, and

we implemented the scheme as a JAVA client program. Tterefore we have also reduced the number of blocks to 20

JAVA program takes as input parameters the URLSs of the mirttor avoid that idle times account for a high percentage of the

servers, performs a dynamic parallel-access , saves the dtatal transfer time (the document is the FAQ from SQUID in

ment locally, and records the obtained transmission rate. YMestscript format [22]).

evaluated the dynamic parallel-access scheme using the expeéiVe can see that a dynamic parallel-access achieves a trans-

imental setup described in Section II-A. We first consider far time, that is almost half the transfer time of the fast servers

dynamic parallel-access to download’@ KByte document, (slow servers only contribute sending few blocks and decreasing

which is replicated inV/ = 4 mirror sites (Figure 4). The ac- the transfer time of the document by little). The latency bene-

tual servers are located in Australia, Japan, Slovakia, and Hiis may not seem so important if they are compared to the case

tugal, to ensure disjoint paths. The average rate to these serwdrere a client connects to a fast server (fréfh seconds t@

A. Analysisof the results



B. Parallel Access for Small Documents

50r
Australia Even though a parallel-access scheme is not intended to be
——  Israel used with small documents, we study the performance of a dy-
40¢ — gfe‘?ce namic parallel-access with small documents of several KBytes.
— ain . .
— pgra||e| In Figure 7 we see the performance of a dynamic pgrallel-
30l ——  Optimum access scheme forl@ KB document. We considered two mirror

servers (Spain and Greece) aBd= 4 blocks. We see that

a dynamic parallel-access has a transmission time close to the
transmission time of the fastest server, even though sometimes
is slightly higher. Compared to the optimum transmission time,

a dynamic parallel-access has a much higher transmission time
since the idle times account for a high percentage of the total
transmission time. To avoid idle times pipelining can be used.

Time to download (sec)

0O 2 4 6 8 10 12 14 16 18 20 22
time of day
4,
Fig. 5. Dynamic parallel-accesss. = 256 Kbytes,B = 20, M = 4. —e— Greece

3.5 | —— Spain
—— Parallel
Optimum

3

sec)

seconds). However, if the client chooses the wrong server ang2.5
connects to a slow server, it will end up experiencing transfelg
times up ta30 seconds. 2

In the next experiment we consider only two mirror servers £1.5
(Austria and UK), and perform a dynamic parallel-access for e_ag’
large document o MBytes (Figure 6). Since both servers have ™
a similar rate, a parallel-access will reduce the transfer time b o5
half. The time to download & MBytes document from a single
server can be up &0 seconds. Using a dynamic parallel-access % 5 4 6 8 10 12 14 16 18 20 22
the transfer rate is less thaf seconds. Due to the high number time of day
of blocks used,B = 60, the transfer time using the dynamic
parallel-access scheme takes a few seconds longer than for the
optimum parallel-access . This difference can be avoided by
pipelining requests for several blocks (see Section IV-A).  However, pipelining requires a minimum block size. The block

size should such tha} > RI'T - p. For instance, if the RTT
between the client and most distant server is equal to RTT=

Fig. 7. Dynamic parallel-accesss.= 10K B,B =4, M = 2.

120+ msec and the server has a transmissiongate10 KBytes/sec,
UK the block size must b§ > 1K B. Thus, if the document size

100! - é\gf;rligl is.S = 10 KB, anq we choose a block size »fKBytes, the.
“+ Optimum number of blocks is equal t&. When the number of blocks is

small, the degree of granularity is decreased and it is difficult
that all servers keep sending useful information until the full
reception of the document without wasting a lot of bandwidth.
Thus, for small documents the need for pipelining results in a
small number of blockd?, which does not allow to efficiently
implement dynamic parallel-access .

In addition, with small documents the connection setup time
may account for a significant portion of the total transmission
time. A parallel-access scheme speeds up the transmission time

(0]
o

Time to download (sec)
N o
S =)

|

0O 5 4 6 & 10 12 12 16 18 20 22 qf the document but can not do anythlng about the connegtlon
time of day time. If the time to connect to the server is very high, the client
’ _ may not experience any noticeable difference. To obtain better
Fig. 6. Dynamic parallel-access. = 5 Mbytes,B = 40, M = 2. performances with a parallel-access , several small documents

could be grouped together, i.e. all documents in a Web page,
and perform a dynamic parallel-access to the bigger document.
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Fig. 8. Retrieval latency for a parallel-access scheme and for an individulglle modem link.

access scheme to every server using a modem link.

IV. DYNAMIC PARALLEL -ACCESS IN A
BANDWIDTH-LIMITED ENVIRONMENT

mission time achieved when connecting to every server individ-
ually and when connecting in parallel to all servers using a dy-
namic parallel-access . In Figure 8(a) we considered two slow
servers (Japan 1 and Australia) and a fast server (Japan 2). For
an individual access to the fast server, the modem bandwidth is
fully utilized and the transmission time varies little during all the
periods of the day. For an individual access to the other two slow
servers, the rates obtained are abidubps, which is much
lower than the maximum modem link rate&(Kbps). In this sit-
uation the modem link is not fully utilized and the transmission
time fluctuates depending on the different levels of congestion
in the network/servers along the day. A similar effect can be
seen in Figure 8(b), where there are only two mirror-servers, a
fast one and a slow one.

For the dynamic parallel-access , we see that the transmis-
sion rate achieved is close to the transmission rate of the fastest
server, which is equal to the transmission rate of the modem
link. The fact that with a dynamic parallel-access the transmis-
sion rate obtained is always slightly higher than the transmission
rate offered by the fastest server is due to the idle times between
block requests. Next, we study the performance of a dynamic
parallel-access that uses pipelining to avoid idle times.

A. Smulation of Pipelining

In this section we repeat the previous experiments (Fig-
ure 8(a) and 8(b)) simulating a dynamic parallel-access with
pipelining. To estimate the transmission time with pipelining,
we measured the RTT to every server and then recalculate the
transmission time assuming that RTT=0. This simulation gives
an upper bound on the performance of pipelining since it as-
sumes that all RTTs can be fully suppressed.

In Figure 9 we see that the rate achieved by a parallel-access
with pipelining through a modem link. We observe that the
rate offered by a parallel-access with pipelining is smaller (Fig-
ure 9(a)) or equal (Figure 9(b)) than the rate achieved by a single
connection to the fastest server. In Figure 9(a) the transmission
rate of each server is much smaller than the maximum modem
link rate, thus, a single server connection does not fully utilized
In this case, a parallel-access with pipelin-
ing can speedup the transfer of a document compare to a single
server connection, and achieve transmission times that are even
smaller than those offered by the fastest server. From Figure 9(a)
itis also important to notice, that the transfer time achieved with
a dynamic parallel-access with pipelining is almost equal to the
optimum transmission time. Thus, the additional delay that the

In this section we study the performance of a dynamnvA implementation may introduce is very small. The results

parallel-access where a client is connected through a low spaeHieved with pipelining in Figure 9(a) can also be applied to
access link, i.e. a modem link. In this case the path from th& other dynamic parallel-access experiments presented Sec-
client to the servers is not bottleneck-disjoint. A single serveon lIl.
may consume all the bandwidth of the modem link. Therefore,using p|pe||n|ng is not so crucial since the performance of
when a client uses another server in parallel there is no reSida'EBarallel-access without pipelining is already very good, and
network bandwidth and paCketS from different servers interf% expected benefits are small. |mp|ementing p|pe||n|ng can be
and compete for bandwidth. easily done and does not require to calculate the exact RTTs but
In Figure 8 we consider dynamic parallel-access for a cliesimply estimate an upper bound on the RTTs. Using an overes-
connected through a modem line&sétKbps. We show the trans-timated RTT, pipelining could eliminate the idle times with no



server with rate:;, will have a transmission rate equalib- ;.

A dynamic parallel-access t servers has a transmission rate
~o Japanl fp = Zf‘il 1; which is higher than the transmission rate of
- - Australia a M-parallel-access to the slowest server, but smaller than the
250 %Zegﬂgipe : transmission rate of a/-parallel-access to the fastest server,
——  Optimum Mops < pp < M- pyg.

Next, we consider the situation where there are two mirror
servers, a slow one in Greece and a fast one in Spain, and per-
form the following experiments (i) clients retrieve a document
with an individual connection to both servers, (ii) clients retrieve
a document using a dynamic parallel-access to both servers, (iii)
clients retrieve a document using a dynamic parallel-access with
two connections to the same server.

Figure 10 shows the transmission time obtained for the dif-
ferent schemes and several document sizes. For the fast server
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time of day in Spain, the available resources from the client to the server are
abundant, and therefore a two parallel connections to this server
(@) S = 256 KBytes, B = 20, M = 3. Pipelining result in a reduction of the transmission time compared to a sin-

gle connection to the same server. However, when two connec-
tions are simultaneously opened to the slow server in Greece, the
resulting transmission time is frequently higher than the trans-

800~ Austria mission time obtained if the client would open only one connec-
450 " gg\s\fi& o 1 tion to this server. This is due to the fact that both TCP connec-
_ P ! tions compete for the same resources (network bandwidth and
0400y ¥ server capacity), and packets from one connection may cause
;?3507 !f\‘ loss of drop packets from the other connept?o.n. For a parallel-
3 nooy ! 1 access to both servers, connections use disjoint bottlenecks and
gsoof | x o i ' do not compete for the same resources. Thus, the transmission
S Y & b s time of a dynamic parallel-access connection to both servers is
=250 R e much smaller than the transmission time of a double connection
E 200! A o to the slowest server and is very close to the transmission time
of a double connection to the fastest server.
150 In Figure 11 we have considered the situation where the client
opens four parallel connections to a single server and we com-
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0 2 4 6 8 10 12 14 16 18 20 22 pare the obtained speed-up with that of a dynamic parallel-

time of L . .

e of day access to both servers. This is not a fair comparison for the
dynamic parallel-access to both servers since a client only re-
ceives data in parallel from two connections and not four. In

. . . the case that the client opens four parallel connections to the
Fig. 9. Retrieval latency for a dynamic parallel-access scheme and forﬁg t in Spain. the t ission ti . ller th d
individual-access scheme to every server through a modem link. Pipeli S §erver In Spain, the transmission time Is Smg er than a ay-
ing simulation. namic parallel-access to both servers. However, in the case that
the client in France opens four connections with the server in
_ Greece, the transmission time is equal or even higher than a dy-
performance degradation. namic parallel-access to both servers.

Therefore, even though parallel connections to the same
server may resultin small transmission times if the fastest server
is selected, it may also result in no speedup if a slow server is

In this section we compare a dynamic parallel-access to msglected, even for a high number of parallel connections to that
tiple mirror-servers with a parallel-access to a single server. Earver. On the other hand, a dynamic parallel-access to both
a fair comparison, we consider the situation where a single cliesgirvers automatically achieves very good speedups without any
opensM TCP-parallel connections to the same server and cogerver selection. If many clients open parallel connections to the
pare this case to a dynamic parallel-accesk/tservers. Lej;, same server, the links close to the server or the actual server may
be the rate to the slowest server, andoe the rate to the fastestbecome congested, and clients will not experience any speedup.
server. If the residual bandwidth in the path from the client té/ith a dynamic parallel-access to different servers, the load is
the server is large enough,M-parallel connection to a singleshared among the servers and there is a higher number of re-

(b) S = 763 KBytes, B = 30, M = 2. Pipelining

V. DYNAMIC PARALLEL -ACCESS VSPARALLEL ACCESS TO
A SINGLE SERVER
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Fig. 11. Retrieval latency for a dynamic parallel-access schenie te- 2
servers compared to a four parallel connections to the same séhver.

(a) S = 256 KBytes,B = 20. 256 KBytes, B = 20.

40 : performance that comes very close to the optimum performance
T fustranz of a parallel-access. Even when clients are connected through

i Austria modem lines, a dynamic parallel-access offers a transmission
30 ™ gK time that is close to the transmission time of the fastest server
arallel without any server selection. A dynamic parallel-access can be
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easily implemented in the current Internet and does not require
modifications of the content in the mirror sites, in contrast with
the digital fountain approach [14].

Future versions of our parallel-access will include pipelining
of several blocks to avoid idle times. However, the expected
improvement will not very high since a dynamic parallel-access
without pipelining already gives transmission times that are very
close to the optimum ones. To reduce the number of negotia-
tions between the client and the servers, clients could keep track
of the fastest server during the transmission of the first blocks
and instead of using a fixed block size, dynamically increase
the block size for the fast servers. This approach would require
some more complexity at the client to track the fastest servers,
but seems a natural extension to our scheme.
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(b) S = 763 KBytes,B = 30.

Fig. 10. Retrieval latency for a dynamic parallel-access schenie te- 2

servers compared to a double parallel connection to the same server.
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