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CHAPTER 2 LOAD-BALANCING ALGORITHMS

A load-balancing algorithm (LBA) consists of two components, namely, information collection and allocating decision. The information collection means what kind information LBA needs to collect and how to collect the information. The allocating decision means how to allocate the loads based on the information collected to reach the purpose of the load balance. It is desired for the load–balancing algorithm. (1) Maximally shorten average response time of the request; (2) Decrease overhead as much as possible; (3) Be able to adapt to the various environments; (4) Be able to dynamically adapt to the change of the system information; (5) Be stable, reliable, simple and feasible. We will discuss these issues first, and then develop a set of load-balance algorithms that can be used at wide-web replicated network.

2.1 MODEL DESCRIPTION

Since we mainly discuss the load-balancing algorithm in this thesis- namely, the performance of the web server, we will not model the detail of the network architecture and the internet traffic. The internet traffic was discussed in [4] and Chapter 4 (workload characterization of the web servers). We model the network architecture as Figure 2-1 in this thesis.
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Figure 2-1 Network Architecture

In Figure 2-1, each local subnet has a LBA connected to each replicated web server, and each subnet has a router connected to internet, local clients and LBA. The requests from local clients are first submitted to the router, and then the router passes the requests to the LBA. All requests are queued at the LBA for processing. The LBA processing is first in first out. Each LBA collects and keeps the information of all web servers, such as the process power, current load (e.g., number of requests currently being served and number of requests that still do not be served), the distance between client and web, path’s characteristics (e.g., propagation delay on the path and bandwidth) and current path traffic condition. Based on the collected information the LBA then uses the load-balance algorithms to assign a web server address of replicated webs to each request among. The LBA returns the requests and their assigned web address to the router, and the router transmits the request to the network. The network will pass the requests to the assigned web server.  
When the assigned web server finishes the process of the request, it returns the required document to the network. The network then returns the document to the router, and the router returns the required document to clients.

2.2 METRICS

The following two matrices are discussed in this thesis.

1) Balancing Load at Web Server. In this metric, we will focus on that each web server has the same loads.

2) Balancing Average Response Time of the Requests. In this metric we will focus on that the requests have the shortest average response time. 

Assuming we have K multiple replicated web servers in the network. If the network is the load balancing according to metric 1 at time t, then at least in theory, from this time t, web servers may finish their work and get idle status at the same time point. Namely, at time t, if web server i has Li,t  loads ( Li,t = (Bj, j=1,…,n, n is the number of the requests queued at web server i, Bj is the size of the request j ), the processing power of the web server i is Si and if the network is load balance, we have     

L1,t /S1 = L2,t /S2 = L3,t /S3 … = Lk,t /Sk                                                                         (2-1)

where k is the number of replicated web servers.

Imbalance Ratio: IRt = | ( TIt max – TIt min) |                                                               (2-2)

where TIt max = Max{ L1,t /S1, L2,t /S2, L3,t /S3, … , Lk,t /Sk } and TIt min = Max{ L1,t /S1, L2,t/S2, L3,t /S3, … , Lk,t /Sk }. 

The request response time consists of the following factors.

1) Various Queuing Delay (Q)

2) Transmission Delay (T)

3) Propagation Delay (Pr)

4) Various Processing Delay (P)

We will discuss these factors in detail in Chapter 5. The average response time of  request is:

ART = (  ((Qi +Ti + Pri + Pi ) )/n, i=1,…,n                                                             

Here n is total request number. Qi is the queuing delay of ith request, Ti is the transmission delay of ith request, Pri is the propagation delay of ith request, and Pi is processing delay of ith request. 

According to the second metric, if the network reaches the load-balancing status, the ART will get the minimum value.

ART = min [(( ((Qi +Ti + Pri + Pi ) )/n ],   i=1,…,n                                               (2-3)

Equation (2-2) and (2-3) will be used as metrics to measure and analyze the balance efficiency of load-balancing algorithms in our simulation experiments. We will also compare these metrics and get the best metrics 

2.3 INFORMATION TO COLLECT 

As mentioned above, one of two important steps of the load-balance algorithms is to collect the performance information of all replicated web servers. The collected information will be used to make allocating decision to reach the load balance. The following lists all information that might affect the balance efficiency of the web and might be used in the load-balance algorithm. 

1) Size of request

2) Web processing power

3) Number of unprocessed requests at web server

4) Web left loads (Bytes)

5) Distance (path) between client and web server

6) Bandwidth along path

7) Number of hops along path

8) Traffic status.

9) Number of web servers

10) Number of clients.

We will discuss each of these factors, determine which one is important and which can be ignored in the load-balance algorithm, and how to collect it.   

2.3.1 Size of Request
It is difficult to measure the size of a request (contained document size) and the size of a request can not be known before it is processed by the web server. Generally, the client just sends the request to LBA that includes the Uniform Resource Locator (URL) information. A URL has three parts: the name of the protocol (http), the name of the machine where the page is located, and the name of the document containing the page. The URL does not include the information about the size of the document. In fact, the document size affects the load balance, for example, at the same request distribution frequency the load-balancing algorithms have better balancing performance if the size of the document is smaller (see Chapter 7). However, since the size of a request can not be known, we can not use the size of a request in the load-balancing algorithm

2.3.2 Web Processing Power

The web processing power is an important information for balancing loads and it is the utility of web server. It is “measurable”. But for a large network, it is hard to know the exact processing power of each web server. Fortunately, even we do not have to know the exact processing power of web server, the load-balancing algorithms still can have good balancing performance (see Chapter 7)

2.3.3 Number of Unprocessed Requests at Web Server

The number of unprocessed requests at web server is an important information for the load-balance algorithm. We can roughly estimate the number of unprocessed requests at web server using the following methods.

1) Assignment Table. Each LBA has an assigning table that contains the number of requests assigned to each web server. There are two ways for LBA to record the assignments. First, LBA just records the number of requests that have already assigned to each web server by itself. This kind of assignment table contains only local information since LBA does not know how many requests have already assigned to each web server by other LBAs. Second, except recording the assignment assigned by itself, LBA also announces its assigning decision to all other LBAs. LBAs update the their assignment tables according to the received assignment messages. This kind of assignment contains global information.

2) Each web server periodically reports this information to LBA and LBA keeps this information at assignment table. In this case, the assignment table contains global information.

2.3.4 Web Left Loads

The web left load is a very important information for balancing loads. The left loads for each web can also be measured by using the following methods.

1) Set web overload warning threshold and underload warning threshold. If one web server receives loads more than the overload warning threshold, the web server will send a message to LBA. The LBA will know that this web server has too many loads and stop to assign new request to this web server. Similarly, if one web has loads less than the underload warning threshold, it sends a message to LBA. The LBA will allocate more loads to this web.

2) Each LBA maintains an assignment table containing all the assignments to each web server and their time of occurrence. LBA calculates the left loads for each web server periodically based on the average process speed of each web server. 

3) Each LBA receives the actual loads from each web server at a fixed rate. 

4) The LBA predicts the left loads of each web server based on the time series model of left loads.

5) The LBA accumulates the load weights assigned in a bin for each web server. Periodically, each web server sends the number of requests received in this period to the LBA. Therefore, the LBA can modify the bin level by increasing the number of requests that have been actually received in the last time interval. 

Due to time limitation, only the first and third method are evaluated in this research. 

2.3.5 Distance  from Client to Web Server
The communication between the client and the web server is described as follows. Each web server has a server process listening to TCP port 80 for incoming connections from clients (normally browsers). After a connection has been established, the client sends one request and the server sends one reply. Then the connection is released. The protocol that defines the legal requests and replies is called HTTP. Establishing a connection sounds easy, but it is actually not. At first glance, it would seem sufficient for one transport entity to just send a CONNECTION REQUEST TPDU to the destination and wait for a CONNECTION ACCEPTED reply. The problem occurs because the network can lose, store, and duplicate packets. 

For example, a packet passes through a subnet that is so congested that acknowledgements hardly ever get back in time. Some of the packets might get stuck in a traffic jam inside the subnet and take long time to arrive, which means that they are stored in the subnet and pop out much later. Therefore we choose the "locating nearby" service that is "best" than far away for above considering. The “local nearby” may mean the shortest path, communication time delay or geographical distance. 

2.3.6 Bandwidth

The transmission time depends on the bandwidth significantly. Generally, larger bandwidth needs less transmission time. Therefore we should choose the largest  bandwidth link within the path.

2.3.7 Number of Hops along Path

Hops along the path will cause time delay. Therefore we should select the path with smallest number of hops.

2.3.8 Traffic Status

Traffic along the path will cause time delay. We should use the path with less traffic.

2.3.9 Number of Web Servers
The number of web server is an important information for the load-balancing algorithms and it can be easily obtained.

2.3.10 Number of Clients

The number of clients is an important message for the load-balancing algorithm. We will discuss it in detail in Chapter 7.

Based on the previous  discussion, we will develop the load-balancing algorithms using the following information.

1) Web process power

2) Number of web servers

3) Distance between client and web server

4) Bandwidth along path

5) Dynamic transmission time delay
6) Web left loads
We can divide all these information into three groups: 1) path information, 2) web server load information, and 3) web server information. The path information includes the distance between client and web server, bandwidth along path, number of hops, dynamic time delay, and traffic status. The web server load information includes current load status of each web server. The web server information includes the web processing power and number of the web servers. 

2.4  LOAD BALANCING ALGORITHMS

We have identified the information that will use for the load-balancing algorithms and established the balance measure metrics (Equation (2-2) and (2-3)). We are now ready to develop the load-balancing algorithms. We will develop four kinds of load-balancing algorithms based on the information used by the algorithm.

1) LBA-I. All information used by the algorithms is static. There is no communication among LBAs and between LBA and web server.  

2) LBA-II. LBAs communicate each other. However the LBA does not communicate with web server.

3) LBA-III. The algorithm uses dynamic path information and static web information. In order to obtain dynamic path infromation the LBA sends packet to probe path periodically.

4)  LBA-IV. The web server will periodically send the left load report to the LBA and LBA makes the assignment decision based on this dynamic left load information.

We will develop the four types of load-balancing algorithm in the following. In Chapter 6 we will simulate their performance and balance efficiency. The stability, reliability, simplicity, and feasibility of these algorithms will be evaluated in Chapter 8.

2.4.1 LBA-I
All information used by the LBA-I algorithm is static. There is no communication required among LBAs and between LBA and web server. The LBA compares all path information and choose the web server that has shortest path. The LBA also compares the load situation for all web servers and choose the web servers that have minimum loads and maximum processing power. In the LBA-I algorithm, we use the ratio of distance to bandwidth to measure the path and the ratio of the number of web server loads to the processing power of web server to measure the web status. The LBA-I algorithm chooses a web server based on the following equation.  

Selected Web Server i = 

Min{distance/bandwidth + number of web server i loads / process power of web server i}

Each LBA has a assignment table to keep its assignment information. For example, if LBA 2 assigns a request to web server 1, the LBA 2 assignment table will record this information. If LBA 2 assigns another request to web server 1 later, the LBA 2 will update its assignment table and knows that there are 2 requests assigned to web server 1. Meanwhile, other LBAs may assign requests to web server 1. Because there is no communication among LBAs, LBA 2 does not anything about the assignments from other LBAs. LBA 2 only know the number of requests assigned by itself. Each LBA gets the number of loads of each web server from its own assignment table. There are two variation visions of this kind of algorithm.

2.4.1.1 LBA-I-1 Algorithm

The LBA-I-1 algorithm chooses the web server based on the following equation.

Selected Web Server i = 

Min{distance/bandwidth + number at web server I loads /process power of web server i+ number of hops along the path}

In this algorithm, except those factors we have already considered in the LBA-I algorithm, we added the number of hops along path. The reason for adding the number of hops is that the path with shortest distance and highest bandwidth may not be the fastest path if it has more hops. The hop will cause router queuing delay. The LBA-I-1 algorithm will choose the path with shorter distance, higher bandwidth and less hops.

4.2.1.2 LBA-I-2 Algorithm

The LBA-I-2 algorithm chooses the web server based on the following equation.

Selected Web Server i  = 

Min {number of web server I loads / process power of web server i}

For LBA-I-2 algorithm, we assume that the bandwidth is high enough and the distance between the web server and clients is short enough so we can ignore the transmission delay and just consider the web condition. This algorithm is based on the second metrics. 

There is no overhead message for LBA-I, LBA-I-1 and LBA-I-2 algorithms.

2.4.2 LBA-II Algorithm

For LBA-I algorithm there is no communication among LBAs. The LBA gets the load information of each web server from its assignment table, and that may cause problem. For example, suppose LBA 2 has assigned two requests to web server 1 and three requests to web server 2, LBA 3 has assigned three requests to web server 1 and one request to web server 2, and we can ignore all other factors. When a new request comes, LBA 2 will think the web server 1 has the least loads, and assign this new request to web server 1. This will result in misallocating.

In order to eliminate this problem, the LBA-II algorithm requires the communication among LBAs. The LBA-II algorithm can have more accurate information about each web server loads. There are three variations of the LBA-II algorithm.

2.4.2.1 LBA-II Algorithm

We derive LBA-II(I), LBA-II(I-1) and LBA-II(I-2)algorithm by modifying LBA-I, LBA-I-1, LBA-I-2 algorithm, respectively. The principle of the new algorithms is that when a LBA made one allocating decision based on the LBA-I, LBA-I-1 or LBA-I-2 algorithm, it reports the to all other LBAs. All LBAs update their assignment table and reevaluate their allocating decisions. The LBA-II(I), LBA-II(I-1) and LBA-II(I-2) algorithm will generate heavy overhead traffic. For example, supposing we have five LBAs and each LBA has ten requests, the algorithm will generate forty extra packets and the overhead ratio = 40*5/50 = 400%. Overhead packets will increase transmission delay and request response time. In order to decrease the overhead required for communication among LBAs, we develop LBA-II-1 algorithm.

2.4.2.2
LBA-II-1 Algorithm

We derive LBA-II-1(I), LBA-II-1(I-1) and LBA-II-1(I-2) algorithm by modifying LBA-II(I), LBA-II(I-1) and LBA-II(I-2) algorithm, respectively. For LBA-II-1(I), LBA-II-1(I-1) and LBA-II-1(I-2) algorithm, the LBA only communicate with its neighbor LBAs, and the overheads required for the communication among LBAs are reduced. The allocating decision can be passed promptly so other LBAs can rapidly update their load assignment tables and make new decision. However LBA-II-1(I), LBA-II-1(I-1) and LBA-II-1(I-2) algorithm still has heavy overhead. We develop the LBA-II-2 algorithm.

2.4.2.3
LBA-II-2 Algorithm

For LBA-II-2 algorithm, each LBA does not report all the allocating decisions. The LBA waits until it have already make a few allocating decisions, then sends those data to its neighbor LBAs. Its neighbors will update their assignment tables when received those data. For LBA-II-2 algorithm, the overhead required for the communication among LBAs will be decreased. However the time interval each LBA announces its allocating decision can not be too long since the time interval affects the load balancing performance.

2.4.3 LBA-III Algorithm

In LBA-I and LBA-II algorithms, we measure the path condition by the distance, bandwidth and the number of hops, and those data is from static information. In fact, the path condition changes with time. It is possible that the path with short distance and high bandwidth may have the long transmission delay. We now develop another type of algorithm that periodically probes the path traffic status, and makes the allocating decision based on the dynamic path information and static web information as follows.

Selected Web Server i =

Min{dynamic transmission delay + number of web server I loads/process power of web server i}  

This type of algorithm will generate very heavy overhead traffic. 

2.4.5 LBA-IV Algorithm

The implementation of LBA-I, LBA-II and LBA-III algorithms is relatively simple since it does not track or monitor the actual load condition on the web server. However, the  information used in these algorithms does not always reflect the actual load of the web server. A potentially better approach is to add some additional information about the actual load to these algorithms.

For LBA-I, LBA-II and LBA-III algorithms, the LBA and Web server do not communicate each other and the LBA does not know the real load at the web server. For LBA-IV algorithm, the web servers report their left load information periodically so that the LBA can periodically update their assignment tables based on the real loads. The LBA-IV-1 algorithm chooses the web server based on the following equation. 

Selected web = Min{dynamic left loads among all web servers}

The LBA-IV-2 algorithm chooses the web server based on the following equation. 

Selected web = Min{dynamic left loads/process power of web server}

The LBA-IV-3 algorithm chooses the web server based on the following equation.

Selected web=Min{distance/bandwidth+dynamic left loads/processpower of web server}

For the LBA-IV algorithm, the balancing-efficiency of the algorithm is affected by three issues: 1) Too many overhead to slow down the transmission and increase request response time. 2) Starting decision to allocate the requests before the first load report comes. 3) The frequency of the web server load report.

We have two methods to solve the second issue. The first method is that we randomly allocate requests before the first load report comes. We combine this method with the algorithm LBA-IV-1, LBA-IV-2 and LBA-IV-3 as new algorithm LBA-IV-1(2), LBA-IV-2(2) and LBA-IV-3(2). The second method is that we assign all requests to the web server with maximum process power. We combine this method with algorithm LBA-IV-1, LBA-IV-2 and LBA-IV-3 as new algorithm LBA-IV-1(3), LBA-IV-2(3) and LBA-IV-3(3).

The excessive communication between the LBA and web servers will add new computation burden and errors, so it is necessary to set proper communication ratio. For the issue 1 and 3, we choose the longer report period to decrease the overhead. Between two reports, we estimate the load status of the web server using a random walk model. We derive LBA-IV-1(E), LBA-IV-2(E) and LBA-IV-3(E) algorithm by combining this strategy with LBA-IV-1, LBA-IV-2 and LBA-IV-3 algorithm, respectively.

A potentially better approach is that each web server is allowed to send asynchronous alarms to the LBA that signals the beginning and end of an overloading state. Thus the scheduling algorithms can base their decisions on some feedback information about the actual load. This information takes precedence over any load estimation or regular scheduling. When a web server finds its load is over its threshold, it sends warning message to all LBA, so all LBA will stop assign new request to this web server. When the web server finds its load is under threshold, it sends a message to all LBA, so all LBA can assign new requests to this web server. We combine this strategy with the algorithm LBA-I and LBA-I-1, LBA-I-2 to develop the algorithm LBA-IV-1(Tc), LBA-IV-2(Tc) and LBA-IV-3(Tc), respectively. The algorithm LBA-IV-1(Tc), LBA-IV-2(Tc) and LBA-IV-3(Tc) will greatly decrease the overhead communication between the LBA and web servers.

In this chapter we have developed the load-balancing algorithms. We will simulate those algorithms in chapter 6 and 7, and analyze their characters in chapter 8.
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