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CHAPTER 5

SIMULATION PARAMETERS AND SIMULATION DEDIGN

In this chapter, we will set the simulation parameters based on the workload statistics we get from Chapter 4 and design the simulation program.

The load balancing algorithm simulation program will include the following four types of activities. 

· Client

· Web

· Router 

· LBA

The simulation program needs the following parameters. 

· Packet type and its structure 

· Frequency of requests

· Distribution of web document size

· Network topology and protocol.

· Processing powers of web servers, clients, LBAs, and link bandwidth

We discuss these simulation parameters in the following Sections.

5. 1 Network Topology
We choose two networks to test the load balancing algorithms. The first one is New Jersey LATA network, which is a metropolitan area.  It has 11 nodes and 22 links. We also use GT-ITM topology generator to generate two abstract random networks, r30 and r50, which have the 30 and 50 nodes respectively. For information about GT-ITM topology generator, see http://www-mash.CS.Berkeley.EDU/ns/ns-topogen.html or references [8], [9], and [10]. Appendices B and A respectively list the network topology r30 and r50 and their characteristics. Figure 5-1 are the topology of New Jersey LATA network. D and B represent the distance and bandwidth, respectively.

Figure 5-1 New Jersey LATA Network Topology

In Figure 5-1, we consider nodes as subnets or web servers. The nodes that are considered as web servers will be defined during simulation. Each subnet has a router connecting them to other subnets. We also assume that each subnet is an Ethernet network that has the topology shown in Figure 5-2.

Figure 5-2 Subnet Structure

Here C1, C2, C3,…,Cn mean that there are n clients, and R stands for the router and L stands for Load Balancing Agent (LBA). The number of clients is a variable in a subnet. Through simulation, we would like to investigate the impact of the number of clients on balancing-effect. The distance between the client and the router ranges from 10 to 100 meters, and each subnet has a LBA.

The protocol processing simulated by our simulator is as follows: The clients first send the requests to the router. The router sends the requests to LBA. LBA is a proxy server, which allocates the IP addresses of the web server to the requests based on the load balancing algorithm. Then the LBA sends the request along with the assigned web server address to the router, and the router sends the request to the next router or the web server by network.

5.2 Type of Nodes and Their Performance

The network consists of the four types of nodes.

1. Client

2. LBA

3. Router

4. Web server.

In the following we will give the performance characterization of each type of nodes based on the analysis performed on real networks.

5.2.1 Client

In the simulation, clients send requests and receive documents. 

5.2.2 Web Server

The web server processes requests from clients. The number of web servers is a variable in our simulation program, and the locations of web servers are also variable. We will study the effect of the number of web servers and their locations on the performance of the load balancing algorithms. 

In addition to processing requests, the web servers periodically sends the current load report or overloaded alarming messages to LBAs. 

The requests processed by the web servers follow the first-in-first-out discipline.

5.2.3 Router

The packets are routed first-in-first-out by the router. Each router has a routing table. When it receives a packet, the router forwards the packet to the next node according to the route.  

5.2.4 LBA

In our simulation, LBAs are proxy servers. LBAs will implement the load balancing algorithms. The LBA also has the following tables. 

1. The path table that contains all the path information. The LBA measures the path according to the following metrics.

· the geographical distance,

· the number of hops of each path,

· the total bandwidth of each path, and

· The transmission delay. 

In our simulation we assume that the distance, the number of hops, and the link bandwidth are fixed. So is the network topology. The value of the transmission delay is dynamic. We can get this data by letting LBA send packets to probe the path. We will analyze the impact of different path statistics on the efficiency of the load balancing algorithms.

2. The assignment table that keeps the number of requests assigned to each web server. We have two kind of information about the web load.

· Static, which means that the LBA just records the number of request assigned by itself.

· Dynamic, which means that the LBA gets the load of web servers from the reports sent by the web servers periodically.

LBA's will communicate with each other. They use multicast to save bandwidth. Each LBA will periodically send the path-probe packets.

The path-probe packets, web overload alarming packets, web load status report packets, and load balancing coordination packets have higher priority than other packets. LBA's will process these packets first.

5.3 Packet Type and Structure
In our simulation, there are six types of packets that will be transferred among clients, web servers, and the routers.

1. Request packet sent by client

2. Document packet sent by Web site

3. Path-probing packet sent by LBA

4. Current-load-report packet sent by web server

5. Overload-alarm packet sent by web server

6. Load balancing coordination packet among LBA's.

We will describe the structure of each packet in detail below. They are related the message size.

5.3.1 Path-Probe Packets

We use ICMP echo request messages for path performance probing. The following is the size of protocol headers.

Data Link Layer Header
6 Bytes

IP Header


20 Bytes

ICMP Header


8 Bytes

ICMP Optional Data

4 Bytes

The ICMP optional data contains the timestamp of the ICMP echo response. Therefore the ICMP echo request sent by LBA is 6+20+8=34 Bytes, while the ICMP echo response from the web server is 6+20+8+4=38 Bytes. They are fixed-size packets.

The LBA periodically sends ICMP Echo Request packets to probe the traffic situation for paths leading to the web servers. When the machine running the web servers receive the ICMP Echo Request packets, its network layer ICMP protocol entity sends the packets back. The web server does not involve with ICMP Echo Response. When LBA receives the ICMP Echo Response packets, it will update the path performance data in the path table. LBA will evaluate the path situation and choose the suitable paths for requests. We will analyze the impact of the probing period on the performance of the load balancing algorithms. 

 5.3.2 HTTP Request Packet

The request packets are sent by clients and use the TCP protocol. Its structure is Header plus HTTP request message.  An HTTP request consists of the following pieces:

· Method, which must be one of legal actions set, including GET, POST, and PUT.

· Universal Resource Identifier (URL), which is the name of the information requested.

· Protocol version.

· Other information to modify or supplement the requests, which is optional.

The HTTP request tells the server what the client wants by including the following meta headers.

· User-Agent, which identifies the browser.

· Acceptance, which tells the mime types and formats of the information that the browser is prepared to accept.

· Authorization, which specifies the authentication type and the user password in uuencode format.

The TCP header consists of the source port, destination port, sequence number, acknowledgement number, TCP header length, window size, checksum, and urgent pointer. The length of the TCP header is 26 bytes.

5.3.3 Current-Load-Report PACKET

We assume that the UDP protocol is used for the current-load-report packet. The whole packet consists of header+HDLC+IP+Msg. The UDP header consists of the source port, the destination port, the UDP length, and the UDP checksum. The lengths of the headers for the UDP, HDLC, and IP are 8, 6, and 20 bytes, respectively.

The message size can be a set of variables such as CPU load, server connection rate, and the number of bytes transferred. The default message size is 4 bytes in our simulation program.

The web sites will periodically sends the current-load-report packet to LBA. LBA will keep this information in its table, and the load balancing algorithm will use this information.

5.3.4 Response PACKET

The response packet is sent by the web server to clients, and uses the TCP protocol. An HTTP response consists of the following fields.

· Status, which indicates the success or failure of the requests.

· Meta headers that describe the information in the response. 

· Actual content requested (document).

The size of the TCP header is 20 bytes, the size of the response header is between 175 to 200 bytes, and the document size will be computed according to the statistic data.

5.3.5 Overloaded-Warning PACKET

The overload-alarm packet is sent by the web server and uses the UDP protocol. Therefore its structure is UDP header + HDLC + IP + Msg.

Each web server sends this packet to LBAs to inform LBAs that this web server is overloaded. LBAs will stop assign new requests to this web site.  

The size of the header is 34 bytes and the size of the message is 4 bytes.

5.3.6 Load Balancing Coordination Packet Among LBAs

The load balancing coordination packets are sent by LBA's and use the UDP protocol. This packet is used among LBA's to exchange the assignment information.

The size of the header is 34 bytes and the size of the message is 4 bytes.
5.4 Response Time of Request 

The response time of the request includes the transmission/propagation time (TPT), the queue delay (QD), and the message processing time (PT).

The TPT is the time that a packet goes through a link and is calculated as follows.

TPT = Distance / Signal Propagation Speed + Packet Size / Bandwidth.

When a request reaches a system component, if the component is idle, the request will be processed instantly. If the system component is busy processing other requests, the new arrival request is queued. The queueing delay and it can be computed as follows.

QD = Local Time( LBA, router, or web) – Packet Arrival Time

Each node has a local time. The packet arrival time is stored in the event data structure. 

The processing time is the time taken for the processing the message at a system component. The processing time at a LBA is the time required to execute the load balancing algorithm. The processing time at a router depends on the router processing speed and is computed as

PT = Packet-Size/ Processing Power

The PT at a web server can be computed as

PT = Document Size / Process Power + Request Size / Process Power

We will analyze the impact of the processing power on the efficiency of the load balancing algorithms.

We will sum all those time together and divide it by the number of requests to get the average response time. The average response time is an important metric to measure the performance of the load balancing algorithms.

5.5 Protocol Activities Simulated
At the beginning, clients send requests to the router and the router transfers these requests to LBA. LBA allocates a web server and assign its IP address to each request based on the load balancing algorithm, and a path according to the static or dynamic path information. Then the LBA sends the request to router and the router will transfer the request to the assigned web server. The web site will retrieve the required document according to the request, and send the document if successful, or an error messages if unsuccessful. The message follows a fixed path back to the client.

The LBA will periodically send the probing packet to measure the path performance. When this packet echoes back from the web server, it has the highest priority and LBA will process this packet and update the path table first.

Web servers will periodically send current-load information to LBA. When the current-load information arrive the LBA, the LBA updates the load table accordingly. 

The LBA will periodically send message each other. On receiving this message, the LBA will update the load table.

Figure 5-3 is the sequence chart of the protocol.












Figure 5-3 Sequence Chart of Protocol

5.6 Data Structure

The simulator maintains a priority queue and a node list. The priority queue is designed to keep track and separate events. Each event has a record that contains the following information.

· Event starting time

· Event sender.

· Event Type. Each event can have one of the following types.

D: document 

R: Request

P: Path-probing

L: Load-report

A: Overload alarming

C: Communication information between LBAs

G: Generate requests

· Event receiver

· Event path.

· Event header length

· Message or document length

Each node in the node list has one of the following types.

W: Web 

L: LBA

C: Client

R: Router

Each node maintains a local time variable and tables that contain the connection information. Figure 5-4 shows the state transition diagram for the simulator.


Figure 5-4 State Transition Diagram
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