                                      Chapter 5

              Simulation Parameters & Simulation Design

In this chapter, we will collect the simulation parameters and design simulation program, in order to let our load balancing algorithms have more convincing, and we will choose our simulation parameters based on the statistic analysis Chapter 5.  

Our simulation program will include following 4 type activities: 

1) Client; 

2) Web; 

3) Router ; 

4) LBA; 

Our simulation parameters will include following 4 types: 

1) Packet Type & its Structure; 

2) The Distribution of File Size; 

3) Network Topology & Protocol.

4) Various process power of Web, Client, LBA, bandwidth.

Following we will discuss each issues.

Network Topology.
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Figure 5-1: Network Topology of the New Jersey LATA Network

Figure 5-1 is a Network topology of the New Jersey LATA network, first data is bandwidth on that link, and second data represents the distance between those two nodes. We can consider most node is subnet, a few node is Web servers, which node is web server we will define them during the simulation, and we also assume every subnet connect a Ethernet which has the following topology:
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Figure 5-2: Sun Net Structure

Here the number of the clients is a variable, we will simulate the balancing-effect at the different number of the clients. The distance between the client and router is in the range (10 ~ 100 m). 

The protocol insider our simulation program is that the clients first send the requests to Router. The Router sends all the requests to LBA, LBA is proxy server, it will allocate the different Web addresses to the requests according to Balancing algorithm, then sends the requests to Router, the Router sends the requests to next Router or Web server.

5.2    Node Type and Their Performance

There are the 4 kinds of nodes in our simulation.

1)  Client

2)  LBA

3)  Router

4)  Web site

Next we will give their performance characterization based on obverse and analysis to realistic network. 

1. Clint

Clients just send and receive the requests, inside this thesis. We also will study that the impact of the location of the LBA and the ratio of the number of clients to LBA on the web performance, and impact of the frequency of the requests to the efficiency of Balancing algorithm.

2.  Web Site

Web site will process the requests sending by the Client, the number of the Web and the position is the variable, we will study how the different number the Web and position affect the efficiency of balancing algorithms. 

We will set the document size according to the statistic analysis of Chapter 5. Table 4-2 lists the distribution of the document size (for default )inside our simulation program:

Item
1-5(KB)
5-6(KB)
Over 6 KB

Percentage
70%
20%
10 %

            Table 4-2: Distribution  of the Document size  

Except for processing requests, the Web sites need periodically to send the Current-Load-Report or overload alarm to LBA. We will study the impart of the period longer or shorter to the efficiency of the load balancing. 

Web server is first in first out.

3. Router  

It is first in first out. For comparing algorithm, we will have following different path inside our simulation program. 

Path from client to subnet router ( subnet and network are connected by this router ).

Path from router to LBA.

Path from the router to next router or web server.

Path from web servers to next router.

For comparing algorithms, we will assume all these path has the fixed roution.

4. LBA

In our simulation, the LBA’s are Proxy server. 

Our load balancing algorithms will be installed inside the LBA, and also LBA will have several tables

Path Table, which keep all the path information. We will measure the path according to following metrics:  

· The Geographical distance.

· The hop number in side each path.

· The total bandwidth for each path

· The transmission delay. 

Among those metrics, the distance, hops and total bandwidth will be fixed when the proctology of the network is fixed. The metrics of the transmission delay is dynamic variation, we can get this data by sending the packet to probe the path by the LBA.

Inside our load balancing algorithms, it will select the path based on those information. We also will study the impart of the different path metrics to efficiency of the load balancing algorithms.

The table which keeps the information how many requests have be assigned to the individual web site. We have two kind of the information of the web load:

1) Static, LBA just record the number of the request assigned by itself.

2) Dynamic, the LBA get the left load of the web server by the report sending by the web server periodically.

Also every LBA will communicate with each other, for saving time, all LBA will be connected using multicast style.

Also every LBA will period send the path-probe packet.

The LBA is first in first out for mostly packets expect of the path-probe packets, web overload alarming packets, web load status report packets, packets sending by other LBA, these packets have highest priority than other packets, LBA will first process these packets.

5.3   Packet Type & Structure
In our network, there are 6 types Packets that will be transferred among the clients, webs and routes:

1) Request Packet sending by the client.

2) Document Packets sending by the Web site.

3) Path-Probe-Packet sending by the LBA.

4) Current-Load-Report Packet sending by the Web site.

5) Overload-Alarm-Packet sending by the Web site.

6) Communication among LBA.

Following we will discuss the structure of each Packet.

1. Path-Probing Packet

Assume we use ICMP echo request message for path performance probing, here are the sizes of protocol headers:

     Data Link Layer Header               6B

     IP Header                                    20B

     ICMP Header                                8B

     ICMP Optional Data                     4B( contains timestamp in ICMP echo response)

Therefore the ICMP echo request by LBA is 6+20+8=34Bytes, while the ICMP echo response by  Web Server is 6+20+8+4=38Bytes. They are fixed size Packets.

The LBA periodically sends the packet along different paths to probe the traffic situation at different paths, when the Web sites receive this packets, it just send it back, do not process this packets, when LBA receives this packets, it will update the data inside the path table. And LBA will evaluate the path situation and choose the faster path for the requests according to those information. We will also study the impart of the period the LBA send this packet to the efficiency of the load balancing algorithms. 

2. Request Packet

The request packet assigned by the client and we assume we use TCP protocol, its structure is Header + HTTP request. 

Generally, an HTTP request consists of the following pieces:

· The method, which must be one of a set of legal actions.

· The Universal Resource Indentifier (URL), which is the name of the information requested.

· The protocol version

· (optionally) Other information to modify or supplement the requests.

Generally the information that the HTTP tells the server what the client wants include the following pieces:

· User-Agent, what kind of the browser is making the request.

· Document,

· Accept, The mime types and formats of the information that the browser is prepared to accept.

· Authorization, User password or other authentication as required.

The TCP header consists of the Source port, Destination port, Sequence number, Acknowledgement number, TCP header length, Window size, Checksum, Urgent pointer, total account 20-bytes header.

3. Current-Load-Report

Assume we use the UDP protocol, the packet consists of the header + HDLC+IP+Msg.

The UDP header consists of Source port, destination port, UDP length, UDP checksum,

UDP header account as 8-byte, HDLC account as 6-byte, IP account as 20 bytes.

The message size can be actually account.( default size of the message is 4 Bytes in inside our simulation program).

Web site will periodically send this packet to the LBA, and LBA will keep this information in the table (this is a dynamic data), and will refer this information at load balancing algorithm.

4. Response Packet

The Response packets send by the Web site to the clients, and we assume we use the TCP protocol, then its structure is Header + HTTP response, an HTTP response consists of the following pieces:

· A status, which indicate the success or failure of the requests.

· A description of the information in the response. 

· The actual information requests ( document)

The size of the header is 20 Byte, the size of the response message is between 175~200 bits, the document size will be computed according to the statistic data.

5 Overload-Alarm Packet

Sending by the web site, and we assume we use the UDP protocol, then its structure is UDP header + HDLC + IP + Msg.

The individual web site sends this packet to the LBA to tell LBA the web site is overload and stop assign new load to this web site.  

The size of the header is 34 Bytes, the size of the message is 4 Bytes.

6 Packet of Communication among LBAs

Sending by the LBA, and we assume we use the UDP protocol, This packet structure is Header + Message, This packet are assigned among LBA’s and LBA exchange the assignment information.

The size of the header is 34 Bytes, the size of the message is 4 Bytes.
5.4  Response Time of Request 

The Response Time of the request include:

· The transmission / propagation time (TPT)

      TPT = Distance / Signal-Propagation-Speed + Packet-Size / Bandwidth.

      It is the time that the Packet goes through a link.

· The Queue Delay (QD) 

     When the requests reach the LBA, Router or Web, if they (LBA, Router or Web) are     

     idle, thus the requests will be processed instantly, but if they are busy to process other 

     requests, thus new arrival requests first are queued, there is a time delay, this time   

     delay can be computed according to the discrete event simulation theory:

     QD = Local Time( LBA, or Router , Web ) – Packet Arrival Time

    Every node will keep a local time, and the Packet Arrival Time is stored in event   

    recorder, there is a data structure to keep this information.

· Processing Time (PT)

     This time is the time the processing at LBA, or processing at Router, or processing at    

     Web.

     PT at the LBA depends on the Load Balancing algorithm speed, PT at router depends 

     on the process speed of Router, it can be computed as:

    PT = Packet-Size/ Processing Power

    PT at Web can be computed as:

    PT = Document Size / Process Power +  Request Size / Process Power.

   We will study the impart of the different machine process power to the efficiency of the   

   Load Balancing algorithms.

We will plus all those time together and divide the total request number to get the average response time, it is a important criterion to measure the effect of the balancing of our load-balancing algorithms.

5.5  Protoco
At first, the Clients send the requests to the Router, the Router transfers these requests to LBA, LBA allocates an address to the request according to the Balancing algorithm, and a path according to the static or dynamic path information, then the LBA sends the request to Router, Router will transfer the request to the assigned Web site, the Web site will take the documents according to the request, and send the document or the message( if unsuccessful) and along a fixed path back to the client.

The LBA will periodically send the Probing-Path Packet to collect the path information, when this packet echo back form Web, it has high priority, LBA will first processing this packet, update the path table.

Web sit will periodically send Current-Load information to the LBA, when the Current-Load information arrives the LBA, it has high priority, LBA will first processing this Packet, update the Load Table. 

The LBA will periodically send message each other, and this message has high priority than all other message, the LBA will first processing this message, ether update the load table, or reallocate the web address to request.

Figure 5-3 shows the FSM of the protocol.

5.6 Data Structure

Inside our simulation program, we have following data type:

A priority queue to keep all events, and every event has a record which recorder following information:

· Event’s starting time.

· Event’s sender.

· Event Type.

        D: document, 

        R: Request:, 

        P: Path-Probing, 

        L:Load-Report,

       A: Overload alarming, 

       C: information exchange between LBAs.

       G: Generate the requests.

· Event’s Receiver

· Event’s path.

· Header longer and message longer or document longer.

A Node List, which keep all node information that include the node’s type

    W: Web 

    L: LBA

    C:Client

    R:Router

Inside every node, there are a or two table, that contains the connection information.

And a local time.

Figure 5-4 shows the sequence chart of program.
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