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ABSTRACT 1. INTRODUCTION

The limitations of BGP routing in the Internet are often blamed for ~ The limitations of conventional Internet routing based on the
poor end-to-end performance and prolonged connectivity interrup- Border Gateway Protocol (BGP) are often held responsible for fail-
tions. Recent work advocates using overlays to effectively bypassures and poor performance of end-to-end transfers. A number of
BGP’s path selection in order to improve performance and fault studies have shown that the underlying connectivity of the Internet
tolerance. In this paper, we explore the possibility that intelligent is capable of providing much greater performance and resilience
control of BGP routes, coupled with ISP multihoming, can provide than end-points currently receive. Such studies, exemplified by
competitive end-to-end performance and reliability. Using exten- Detour [25, 26] and RON [6], demonstrate that usavgrlay rout-

sive measurements of paths between nodes in a large content distriing to bypass BGP’s policy-driven routing enables quicker reaction
bution network, we compare the relative benefits of overlay routing to failures and improved end-to-end performance. In this paper,
and multihoming route control in terms of round-trip latency, TCP We question whether overlay routingrisquiredto make the most
connection throughput, and path availability. We observe that the of the underlying connectivity, or whether better selection of BGP
performance achieved by route control together with multihoming routes at an end-point is sufficient.

to three I1SPs (3-multihoming), is within 5-15% of overlay rout- There are two key factors contributing to the differences between
ing employed in conjunction 3-multihoming, in terms of both end- overlay routing and BGP-based routing that have not been carefully
to-end RTT and throughput. We also show that while multihom- evaluated in past work: the number of routing choices available to
ing cannot offer the nearly perfect resilience of overlays, it can each system and the policies used to select among these routes.
eliminate almost all failures experienced by a singly-homed end- Route Availability. By allowing sources to specify a set of inter-
network. Our results demonstrate that, by leveraging the capabil- mediate hops, overlay routing allows end-points nearly arbitrary
ity of multihoming route control, it is not necessary to circumvent control over the wide-area path that packets take. On the other
BGP routing to extract good wide-area performance and availabil- hand, BGP only allows a network to announce routes that it ac-

ity from the existing routing system. tually uses. Thus, to reach a given destination, an end-point has
access to only a single path from each Internet Service Provider

Categor iesand Subj ect Descri ptors (ISP) to which it is attached [30]. As a result, an end-point’s ability
to control routing is tightly linked to the number of ISP connections

C.2 [Computer SystemsOrganization]: Computer-Communication
Networks; C.2.1 Computer-Communication Networks]: Net-
work Architecture and Design

it has.

Past studies showing the relative benefits of overlay routing draw
conclusions based on the highly restrictive case wherein paths from
just a single ISP are available [6, 25]. In contrast, in this paper,

General Terms we carefully consider the degree of ISP multihoming at the end-
Measurement, Performance, Reliability point, and whether it provides sufficient (BGP) route choices for

the end-point to obtain the same performance as when employing
K eywor ds an overlay network.

Route Selection. In addition to having a greater selection of routes
to choose from than BGP, overlay routing systems use much more
sophisticated policies in choosing the route for any particular trans-
fer. Overlays choose routes that optimize end-to-end performance
! _ _ _ _ metrics, such as latency. On the other hand, BGP employs much
Tﬁ;gﬁomwg :J;Lscf’rtVeVgh{)?'&?:":'r;?;‘gg'e%?‘;s-Ofﬁce nder grant numbersimpler heuristics to select routes, such as minimizing AS hop count
e - or cost. However, this route selection policy is not intrinsic to
DAAD19-02-1-0389. Additional support was provided by 1BM. BGP-based routing — given an adequate selection of BGP routes,
Permission to make digital or hard copies of all or part of this work €nd-points can choose the one that results in the best performance,
for personal or classroom use is granted without fee provided that copiesavailability, or cost. Several commercial vendors already enable
are not made or distributed for profit or commercial advantage and that such route control or selection (e.g., [19, 21, 24]).
copies bear this notice and the full citation on the first page. To copy |n this paper, we compare overlays with end-point based mech-
otherwise, to republish, to post on servers or to redistribute to lists, requires ypisms that use this form of “intelligent” route control of the BGP
prior specific permission and/or a fee. . . . .
SIGCOMM04 Aug. 30-Sept. 3, 2004, Portland, Oregon, USA. paths provided by their ISPs. Hereafter, we refer to this as multi-

Copyright 2004 ACM 1-58113-862-8/04/000855.00. homing route control or simply, route control. Notice that we do

multihoming, route control, overlay routing
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not assume any changes or improvements to the underlying BGPbeen shown to be on order of tens of minutes in some cases [6].
protocol. Multihoming route control simply allows a multihomed RON nodes regularly monitor the quality and availability of paths
end-network to intelligently schedule its transfers over multiple ISP to each other, and use this information to dynamically select di-
links in order to optimize performance, availability, cost or a com- rect or indirect end-to-end paths. RON mechanisms are shown to
bination of these metrics. significantly improve the availability and performance of end-to-
Our goal is to answer the questiddow much benefit does over-  end paths between the overlay nodes. The premise of the Detour
lay routing provide over BGP, when multihoming and route con- and RON studies is that BGP-based route selection is fundamen-
trol are considered?If the benefit is small, then BGP path selec- tally limited in its ability to improve performance and react quickly
tion is not as inferior as it is held to be, and good end-to-end per- to path failures. Both Detour and RON compare the performance
formance and reliability are achievable even when operating com- and resilience of overlay paths against default paths \single
pletely within standard Internet routing. On the other hand, if over- provider. Overlays offer a greater choice of end-to-end routes, as
lays yield significantly better performance and reliability character- well as greater flexibility in controlling the route selection. In con-
istics, we have further confirmation of the claim that BGP is fun- trast, we explore the effectiveness of empowering BGP-based route
damentally limited. Then, it is crucial to develop alternate bypass selection with intelligent route control at multihomed end-networks
architectures such as overlay routing. in improving end-to-end availability and performance relative to
Using extensive active downloads and traceroutes between 68overlay routing.
servers belonging to a large content distribution network (CDN),  Also, several past studies have focused on “performance-aware”
we compare multihoming route control and overlay routing in terms routing, albeit not from an end-to-end perspective. Proposals have
of three key metrics: round-trip delay, throughput, and availabil- been made for load sensitive routing within ISPs (see [27], for ex-
ity. Our results suggest that when route control is employed along ample) and, intra- and inter-domain traffic engineering [10, 23, 15].
with multihoming, it can offer performance similar to overlays in However, the focus of these studies is on balancing the utilization
terms of round-trip delay and throughput. On average, the round- on ISP links and not necessarily on end-to-end performance. More
trip times achieved by the best BGP paths (selected by an idealdirectly related to our work is a recent study on the potential of
route control mechanism using 3 ISPs) are within 5-15% of the multihoming route control to improve end-to-end performance and
best overlay paths (selected by an ideal overlay routing schemeresilience, relative to using paths through a single ISP [3]. Finally,
also multihomed to 3 ISPs). Similarly, the throughput on the best a number of vendors have recently developed intelligent routing
overlay paths is only 1-10% better than the best BGP paths. Weappliances that monitor availability and performance over multi-
also show that the marginal difference in the RTT performance can ple ISP links, and automatically switch traffic to the best provider.
be attributed mainly to overlay routing’s ability to select shorter These products facilitate very fine-grained selection of end-to-end
paths, and that this difference can be reduced further if ISPs im- multihoming routes (e.g., [8, 19, 21, 24]).
plement cooperative peering policies. In comparing the end-to-end

path availability provided by either approach, we show that mult- 3 COMPARING BGP PATHSWITH
homing route control, like overlay routing, is able to significantly
improve the availability of end-to-end paths. OVERLAY ROUTING
This paper is structured as follows. In Section 2, we describe  Our objective is to understand whether the modest flexibility of
past work that demonstrates limitations in the current routing sys- multihoming, coupled with route control, is able to offer end-to-end
tem, including work on overlay routing and ISP multihoming. Sec- performance and resilience similar to overlay routing. In order to
tion 3 provides an overview of our approach. Section 4 gives de- answer this question, we evaluate an idealized form of multihoming
tails of our measurement testbed. In Section 5, we analyze the RTTroute control where the end-network has instantaneous knowledge
and throughput performance differences between route control andabout the performance and availability of routes via each of its ISPs
overlay routing and consider some possible reasons for the differ-for any transfer. We also assume that the end-network can switch
ences. In Section 6, we contrast the end-to-end availability offered between candidate paths to any destination as often as desired. Fi-
by the two schemes. Section 7 discusses the implications of ournally, we assume that the end-network can easily control the ISP
results and presents some limitations of our approach. Finally, Sec-link traversed by packets destined for its network (referred to as

tion 8 summarizes the contributions of the paper. “inbound control”).
In a real implementation of multihoming route control, however,
2. RELATED WORK there are practical limitations on the ability of an end-network to

track ISP performance, on the rate at which it can switch paths, and
n the extent of control over incoming packets. However, recent
work [4] shows that simple active and passive measurement-based
schemes can be employed to obtain near-optimal availability, and
RTT performance that is within 5-10% of the optimal, in practical
multihomed environments. Also, simple NAT-based techniques can
be employed to achieve inbound route control [4].

To ensure a fair comparison, we study a similarly agile form of
overlay routing where the end-point has timely and accurate knowl-

} X edge of the best performing, or most available, end-to-end overlay
active measurements between public traceroute server nodes, the¥aths. Frequent active probing of each overlay link, makes it pos-

compare the performance on (_jefault Internet (BGP) paths with the sible to select and switch to the best overlay path at almost any
potential performance from using alternate paths. This work shows .

that for a large fraction of default paths m red. there are alter instant when the size of the overlay network is smabQ nodes)
atfor a farge fraction ot detault paths measured, there are after- o compare overlay routing and route control with respect to
nate indirect paths offering much better performance.

Anderseret al. propose Resilient Overlay Networks (RONS) to the degree of flexibility available at the end-network. In general,
address the problems with BGP’s fault recovery times, which have Such frequent probing is infeasible for larger overlays [6].

in the design and operation of BGP, including route convergence
behavior [16, 17] and “inflation” of end-to-end paths due to BGP
policies [28, 32]. Particularly relevant to our study are proposals
for overlay systems to bypass BGP routing to improve performance
and fault tolerance, such as Detour [25] and RON [6].

In the Detour work, Savage et al. [25] study the inefficiencies
of wide-area routing on end-to-end performance in terms of round-
trip time, loss rate, and throughput. Using observations drawn from
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this flexibility is represented by, the number of ISPs available to
either technique at the end-network. In the case of route control,
we considerk-multihoming where we evaluate the performance
and reliability of end-to-end candidate paths induced by a combi-
nation ofk ISPs. For overlay routing, we introduce the notion of
k-overlays wherek is the number of providers available to an end-
point for any end-to-end overlay path. In other words, this is simply
overlay routing in the presence bfiISP connections.

When comparing:-multihoming withk-overlays, we report re- Addressing the questions posed in Section 3 from the perspective
sults based on the combination bfiSPs that gives theest per- of an end-network requires an infrastructure which provides access
formance(RTT or throughput) across all destinations. In prac- 4 3 number of BGP path choices via multihomed connectivity, and
tice an end-network cannot purchase connectivity from all available ¢ ability to select among those paths at a fine granularity. We
providers, or easily know which combination of ISPs will provide 5,50 require an overlay network with a reasonably wide deployment
the _b_e_st performance. _ Rather, our results demonstrate how_ much provide a good choice of arbitrary wide-area end-to-end paths
flexibility is necessary, in terms of the number of ISP connections, \yhich could potentially bypass BGP policies.
and the maximum benefit afforded by this flexibility. We address both requirements with a single measurement testbed
consisting of nodes belonging to the server infrastructure of the
Akamai CDN. Following a similar methodology to that described
in [3], we emulate a multihoming scenario by selecting a few nodes
in a metropolitan area, each singly-homed to a different ISP, and
use them collectively as a stand-in for a multihomed network. Rela-
tive to previous overlay routing studies [25, 6], our testbed is larger
with 68 nodes. Also, since the nodes are all connected to com-
mercial ISPs, they avoid paths that traverse Internet2, which may
introduce unwanted bias due their higher bandwidth and lower like-
lihood of queuing, compared to typical Internet paths. Our mea-
surements are confined to nodes located in the U.S., though we do
sample paths traversing ISPs at all levels of the Internet hierarchy

) ; ; from vantage points in many major U.S. metropolitan areas.

3 :nultlhomlng) The 68 nodes in our testbed span 17 U.S. cities, averaging about
’“ four nodes per city, connected to commercial ISPs of various sizes.

example, must overlay paths violate inter-domain routing poli-
cies to achieve good end-to-end performance?

3. Does route control, when supplied with sufficient flexibility
in the number of ISPs, achieve path availability rates that are
comparable with overlay routing?

MEASUREMENT TESTBED

(a) single ISP, BGP routing
(1-multihoming)

(b) multihoming with 3 ISPs

IO overtay ARSI overtay The _node_s are _chose_n to avoi(_:i multipl_e servers attz_:lched to the same
/,7’/ ' X patns R /7 CTNES N pains provider in a given city. The list of cities and the tiers of the cor-
( R /;, f N './{‘%_ responding ISPs are shown in Figure 2(a). The tiers of the ISPs
g W = \\ -} v ,«“*\' ‘\\ ; are derived from the work in [31]. The geographic distribution of
‘ ‘{ {1 N/ ‘ 7\” U s the testbed nodes is illustrated in Figure 2(b). We emulate multi-
WL N [ dem homed networks in 9 of the 17 metropolitan areas where there are
D = 553' ! at least 3 providers — Atlanta, Bay Area, Boston, Chicago, Dallas,
= =< 2 mulifomed Los Angeles, New York, Seattle and Washington D.C.

with overlay routing

(c) single ISP, overlay routing (d) overlay routing with ‘ City }T'PVT‘W%'T{
(1-overlay) multihoming (3-overlay) A GA T T o
Bay Area, CA 5101312
. . . . . Boston, MA 1(o0[1[0][1
Figure 1. Routing configurations. Figures(a) and (b) show 1- Chicago, IL 6]1]0[1]0
multihoming and 3-multihoming, respectively. Corresponding S"l}‘”‘";‘i OH g é 8 i g

i H H i allas,

overlay configurationsare shown in (c) and (d), respectively. Denver CO o toto1o
. . . Des Moines, IO | 0|1 [0[0]O0
Figure 1 illustrates some possible route control and overlay con- | Houston, TX 1111000
figurations. For example, (a) shows the case of conventional BGP | LosAngeles, CA| 3 [0 |3 [0 |0
routing with a single default provider (i.e., 1-multihoming). Fig- m:ﬁnm;:'c-’“s - é 8 2 8 8
ure _1(b) (_JIepicts end-point_ routt_a con_trol Wi_th three ISP_s (i.e_., 3- New Yo’:k, NY s T2 121110
multihoming). Overlay routing with a single first-hop provider (i.e., Seattle, WA 2|02 1|1
1-overlay) is shown in Figure 1(c), and Figure 1(d) shows the case [ StLouis, MO 1]/0Jo0Jo0]JoO
of additional first-hop flexibility in a 3-overlay routing configura- Tampa, FL 0]1]0]/0]0
tion. WashingtonDC [ 3 | 0|3 |0 | 2

We seek to answer the following key questions:

1. On what fraction of end-to-end paths does overlay routing
outperform multihoming route control in terms of RTT and
throughput? In these cases, what is the extent of the perfor:
mance difference?

(a) Testbed ISPs

(b) Node locations

Figure 2: Testbed details: The cities and distribution of 1SP
“tiers in our measurement testbed are listed in (a). The geo-
graphic location is shown in (b). The area of each dot is pro-

2. What are the reasons for the performance differences? Forportional tothe number of nodesin theregion.
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5. LATENCY AND THROUGHPUT node-pairs. We then use Floyd's algorithm to compute the shortest
PERFORMANCE paths between all node-pairs. We estimate the RTT performance
from usingk-multihoming to a given destination by computing the
minimum of the RTT estimates along the direct paths fromithe
ISPs in a city to the destination node (i.e., the RTT measurements
between the Akamai CDN nodes representingH&Ps and the

We now present our results on the relative latency and through-
put performance benefits of multihoming route control compared
with overlay routing. We first describe our data collection method-

ology (Section 5.1) and evaluation metrics (Section 5.2). Then, destination node). To estimate the performancg-ofrerlay rout-

we present_the I_<ey resglts in the following order. Flrst_we com- ing, we compute the shortest paths from thESPs to the destina-
pare 1-multihoming against 1-overlays along the same lines as the,

S . . tion node and choose the minimum of the RTTs of these paths.
_anaIyS|s n [25]_(Sect|on 5.3). Next, we compare the b_eneflts of us- Note that we do not prune the direct overlay edge in the graph
ing k-multihoming andk-overlay routing, relative to using default

paths through a single provider (Section 5.4). Then. we compare before performing the shortest path computation. As a result, the
k-multihoming against 1-overlay routing, fér> 1 (Section 5.5). shortest overlay path between two nodes could diesgt path (i.e.,

H ish t tifv the benefit t d ; f i chosen by BGP). Hence our comparison is not limited to direct
fl er%,_l_\;ve_ V\g; ﬁ quanflfé/GPe etne It to er|1t_r-]sys_ems (l)t_gre;:l " versus indirect paths, but is rather between directeuadlaypaths.

exibiiity In the choice o routes via muitinoming, relative 1o, contrast, the comparison in [25] is between the direct path and
the power of 1-overlays. Next, we contrdstultihoming against

. o ; . thebest indirect path
k-ove_rlay routing to understand .the additional benefits gained by For throughput, we similarly construct a weighted, directed graph
allowing end-systems almost arbitrary control on end-to-end paths | '

relative to multihoming (Section 5.6). Finally, we examine some ‘between all overlay nodes every 30 minutes (i.e., our 1 M8 ob-
. o ’ . ject download frequency). The edge weights are the throughputs
of the underlying reasons for the performance differences (Se(:-J d Y) g g gnp

tions 5.7 and 5.8) _of the 1 MB transfers (where throughput is computed as described

: = in Section 5.1). We compute the throughput performancé-of
5.1 Data Collection multihoming andc-overlay routing similar to the RTT performance
computation above. Notice, however, that computing the overlay
throughput performance is non-trivial and is complicated by the
problem of estimating the end-to-end throughputdd. MB TCP
transfer on indirect overlay paths.

Our approach here is to use round-trip time and throughput mea-
surements on individual overlay hops to first compute the under-
‘lying loss rates. Since it is likely that the paths we measure do
not observe any loss, thus causing the transfers to likely remain in
their slow-start phases, we use the small connection latency model
developed in [7]. The typical MSS in our 1MB transfers is 1460
bytes. Also, the initial congestion window size is 2 segments and

ac-tli-\r/]ee jgviﬁ?:agztgfslet’wcg rgg.'g;;g’;\wgelauthénse:;lgir;egftsngggjthere is no initial 200ms delayed ACK timeout on the first transfer.
) In the throughput data set, we measure a mean loss rate of 1.2%

pg:::. -:—-lheerze t(i]c;\évgl(')waist i(;CgiL:II:I elvetrgesgizn;'r;?tﬁlsebt?;\g;i rr] ?1" Ir\]/l(ge'and median, 90th, 95th and 99th percentile loss rates of 0.004%,
pairs. , throughp ply the ) 0.5%, 1% and 40% across all paths measured, respectively.
divided by the time between the receipt of the first and last bytes o L

: - We can then use the sum of round-trip times and a combination
of the response data from the server (source). As we discuss in

. . of loss rates on the individual hops as the end-to-end round-trip
iliztéot?]esﬁétthhls may not reflect the steady-state TCP throughputtime and loss rate estimates, respectively, and employ the model

Since our testbed nodes are part of a production infrastructure in [7] to compute the end-to-end overlay throughput for the 1 MB
e . °p ap 'transfers. To combine loss rates on individual links, we follow the
we limit the frequencies at which all-pairs measurements are col-

lected as described above. To ensure that all active probes betweeRo e approach as that described in [25]. We consider two possible

. - I combination functions. The first, callegptimistic uses the maxi-
pairs of nodes observe similar network conditions, we scheduled b dl individual lav h | |
them to occur within a 30 second interval for the round-trip time mum oBbservec 10ss on any indivicual overiay hop along an overiay

L . . path as an estimate of the end-to-end overlay loss rate. This as-
data set, and within a 2 minute interval for the throughput data set. sumes that the TCP sender is primarily responsible for the observed

Zto:ntgstlgggrir\gs;;'oategf’]urteirg;a;g?h'gfglﬁuigge dlc? Ln(;/tol\ﬁfég 4osses. In the@essimisticombination, we compute the end-to-end
. Y S P oss rate as the sum of individual overlay hop loss rates, assuming
for bandwidth at the source or destination network. The transfers . .
the losses on each link to be due to independent background traf-

trggb:encntlerrgigse:ivvatﬁE)ec;rt]etg?nl?rt\i"ljJetS, h?r\]'\é e;/oeurieﬁl\?v% s;gg‘: O:r: c,ic in the network. Due_ to t_he complexity of computing arb?trary

= ' ength throughput-maximizing overlay paths, we only consider in-
direct paths comprised of at most two overlay hops in our through-
é)ut comparison.

Our comparison of overlays and multihoming is based on obser-
vations drawn from two data sets collected on our testbed. The first
data set consists of active HTTP downloads of small objects (10
KB) to measure théurnaround timedetween the pairs of nodes.
The turnaround time is the time between the transfer of the last byte
of the HTTP request and the receipt of the first byte of the response
and provides an estimate of the round-trip time. Hereafter, we will
use the terms turnaround time and round-trip time interchangeably.
Every 6 minutes, turnaround time samples are collected between
all node-pairs (including those within the same city).

consequently, our observations, are U.S.-centric.
The round-trip time data set was collected from Thursday, De-
cember 4th, 2003 through Wednesday, December 10th, 2003. Th

throughput measurements were collected between Thursday, May5 3 1-M ultihomi ng versus 1-Over Iays

6th, 2004 and Tuesday, May 11th, 2004 (both days inclusive). . . .
First, we compare the performance of overlay routing against de-

5.2 Performance Metrics fault routes via a single ISP (i.e., 1-overlay against 1-multihoming),

We compare overlay routing and multihoming according to two along the same lines as [25]. Note that, in the case of 1-overla)_/s,
metrics derived from the data above: round-trip time (RTT) and the overlay path from a source node may traverse through any in-

throughput. In the RTT data set, for each 6 minute measurement2Te eng-to-end loss rate over two overlay links with independent
interval, we build a weighted graph over all the 68 nodes where the |oss rates op; andps is1 — (1 — p1)(1 — p2) = p1 + p2 — p1p>.

edge weights are the RTTs measured between the corresponding: p- is negligible in our measurements, so we ignore it.

96



termediate node, including nodes located in the same city as the

source.

‘ City ‘ 1-multihoming/

1-overlay
Atlanta 1.35
Bay Area 1.20
Boston 1.28
Chicago 1.29
Dallas 1.32
Los Angeleg 1.22
New York 1.29
Seattle 171
Wash D.C. 1.30
[ Average ] 1.33 |

(a) 1-multihoming RTT
relative to 1-overlays

-

o
©

Los Angeles ---o-

o
o

Washington D C - &---

o
IS

o
N

T T
Atlanta —+—

New York - -
Seattle - -

Fraction of overlay paths with < x hops

o

4 5 6 7
Number of overlay hops

[

(b) 1-overlay path length

Figure 3: Round-trip time performance: Average RTT perfor-
mance of 1-multihoming relative to 1-overlay routing is tabu-
lated in (a) for various cities. The graph in (b) shows the dis-
tribution of the number of overlay hops in the best 1-overlay
paths, which could bethedirect path (i.e., 1 overlay hop).

Round-trip time performance. Figure 3(a) shows the RTT per-
formance of 1-multihoming relative to 1-overlay routing. Here,
the performance metric (y-axis) reflects the relative RTT from 1- upcoming head-to-head comparisons betweenultihoming and
multihoming versus the RTT when using 1-overlays, averaged over k-overlay routing in Sections 5.5 and 5.6.

all samples to all destinations. The difference between this metric

and 1 represents the relative advantage of 1-overlay routing ovef I
1-multihoming. Notice also that since the best overlay path coulds ~
be the direct BGP path, the performance from overlays is at Ieasg
as good as that from the direct BGP path. We see from the ta2
ble that overlay routing can improve RTTs between 20% and 70%:
compared to using direct BGP routes over a single ISP. The averag§ 1af
improvement is about 33%. The observations in [25] are similar. 5

We show the distribution of overlay path lengths in Figure 3(b),
where the direct (BGP) path corresponds to a single overlay hop

Notice that in most cities, the best overlay path is only one or two

hops in more than 90% of the measurements. That is, the major-

ity of the RTT performance gains in overlay networks are realized
without requiring more than a single intermediate hop. Also, on

an average, the best path from 1-overlays coincides with the direct
BGP path in about 54% of the measurements (average y-axis valud"

at x=1 across all cities).

Throughput performance. In Table 1, we show the throughput
performance of 1-overlays relative to 1-multihoming for both the

pessimistic and the optimistic estimates.

1-overlays achieve 6—

20% higher throughput than 1-multihoming, according to the pes-
simistic estimate. According to the optimistic throughput estimate,
1-overlays achieve 10-25% better throughput. In Table 1, we also
show the fraction of times an indirect overlay path obtains better
throughput than the direct path, for either throughput estimation

function. Under the pessimistic throughput estimate, on average, 1-

overlay routing benefits from employing an indirect path in about
17% of the cases. Under the optimistic estimate, this fraction is

23%.

Summary. 1-Overlays offer significantly better round-trip time
performance than 1-multihoming (33% on average). The through- multihoming relative to the throughput from 1-multihoming, ac-
put benefits are lower, but still significant (15% on average). Also, cording to the pessimistic estimate. The results for the optimistic
in a large fraction of the measurements, indirect 1-overlay paths estimate are similar and are omitted for brevity. Agaimultihoming,
offer better RTT performance than direct 1-multihoming paths.
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City Pessimistic estimate Optimistic estimate
Throughput metri¢ Fraction of || Throughput metri¢ Fraction of
’:indirect pathg ’:indirect paths
Atlanta 1.14 17% 1.17 21%
Bay Area 1.06 11% 1.10 22%
Boston 1.19 22% 1.24 26%
Chicago 1.12 13% 1.15 18%
Dallas 1.16 18% 1.18 22%
Los Angele 1.18 15% 1.21 17%
New York 1.20 14% 1.25 26%
Seattle 1.18 28% 1.25 35%
Wash D.C. 1.09 13% 1.13 18%
[ Average |l 1.15 [ 17% 1.19 [ 23% |

Table 1: Throughput performance: Thistable showsthel MB
TCP transfer performance of 1-overlay routing relative to 1-
multihoming (for both estimation functions). Also shown isthe
fraction of measurementsin which 1-overlay routing selects an
indirect path in each city.

5.4 1-Multihoming ver susk-Multihoming and
k-Overlays
In this section we compare the flexibility offered by multihom-
ing route control at an end point in isolation, and in combination
with overlay routing, against using default routes via a single ISP
(i.e., k-multihoming andk-overlays against 1-multihoming). The
main purpose of these comparisons is to establish a baseline for the
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Figure 4: Benefits of k-multihoming: The RTT of 1-
ultihoming relative to k-multihoming is shown in (a) and
throughput (pessimistic estimate) of k-multihoming relative to
1-multihomingis shown in (b).

1-Multihoming versus k-multihoming. Figure 4(a) shows the
RTT performance of 1-multihoming relative to the RTT perfor-
mance fromk-multihoming averaged across all samples to all des-
tinations (y-axis), as a function of the number of providérgx-
axis). Note that the difference between the performance metric on
the y-axis and 1 indicates the relative advantagk-ofultihoming
over 1-multihoming. The RTT benefit from multihoming is about
15-30% fork = 2 and about 20-40% fokt = 3 across all the
cities. Also, beyond: = 3 or 4 the marginal improvement in the
RTT performance from multihoming is negligible. The observa-
tions made by Akella et al. in [3] are similar.

Figure 4(b) similarly shows the throughput performancekof

for k = 3, achieves 15-25% better throughput than 1-multihoming
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multihoming relative to 1-overlaysis shown in (a) and through-
put (pessimistic) of 1-overlaysrelative to k-multihomingin (b).

Figure 5: Benefits of k-overlays: The RTT of 1-multihoming

relative to k-overlays is shown in (a) and throughput (pes- ) ) . L
simistic estimate) of k-overlays relative to 1-multinoming is The comparison according to RTT is shown in Figure 6(a). The
shown in (b). relative performance advantage of 1-overlays is less than 5% for

k = 3in nearly all cities. In fact, in some cities, e.g., Bay Area and

Chicago, 3-multihoming is marginally better than overlay routing.
1-Multihoming versus k-overlays. In Figure 5(a), we show the  Asthe number of ISPs is increased, multihoming is able to provide
RTT performance of 1-multihoming relativeksoverlays asafunc-  shorter round-trip times than overlays in many cities (with the ex-
tion of k. Notice thatk-overlay routing achieves 25-80% better ception of Seattle). Figure 6(b) shows relative benefits according to
RTT performance than 1-multihoming, fbr= 3. Notice also, that the pessimistic throughput estimate. Here, multihoming:for 3
the RTT performance frork-overlay routing, fork > 3, is about actually provides 2—12% better throughput than 1-overlays across
5-20% better than that from 1-overlay routing. Figure 5(b) simi- all cities. The results are similar for the optimistic computation and
larly compares the throughput performancekedverlays relative are omitted for brevity.
to 1-multihoming, for the pessimistic estimate. Agairoverlay
routing, for example, is 20-55% better than 1-multihoming and
about 10-25% better than 1-overlay routing. The benefit beyond
k = 3 is marginal across most cities, for both RTT as well as

Summary. The performance advantages of 1-overlays are vastly
reduced (or eliminated) when the end-point is allowed greater flex-
ibility in the choice of BGP paths via multihoming route control.

throughput. 5.6 k-Multihoming versus k-Overlays

Summary. Both k-multihoming andk-overlay routing offer sig- In the previous section, we evaluated 1-overlay routing, where
nificantly better performance than 1-multihoming, in terms of both 5| gyerlay paths start from a single ISP in the source city. In
RTT and throughput. In additiork-overlay routing, fork > 3 this section, we allow overlays additional flexibility by permitting

achieves significantly better performance compared to 1-overlay them to initially route through more of the available ISPs in each
routing (5-20% better according to RTT and 10-25% better ac- soyrce city. Specifically, we compare the performance benefits of
cording to throughput). k-multihoming againsk-overlay routing.
. . In the case of-overlays, the overlay path originating from a

35 kM U|t|h0m||”|g Versus 1-Over|ays source node may traverse any intermediate nodes, including those

So far, we have evaluated multihoming route control (ike., located in the same city as the source. Notice that the performance
multihoming fork > 2) and overlay routing in isolation of each  from k-overlays is at least as good as that frégamultihoming
other. In what follows, we provide a head-to-head comparison of (since we allow overlays to take the direct path). The question,
the two systems. First, in this section, we allow end-points the then, is how much more advantage do overlays provide if multi-
flexibility of multihoming route control and compare the resulting homing is already employed by the source.
performance against 1-overlays.

In Figure 6, we plot the performance kfmultihoming relative Round-trip time performance. Figure 7(a) shows the improve-

1o 1-overlay routing. Here. we compute the average ratio of the ment in RTT fork-multihoming relative tok-overlays, for various
y 9- ! P 9 values ofk. We see that on average, fbor= 3, overlays provide

b_est RTT or_throughput toa par_ticular destination, as achieved by 5-15% better RTT performance than the best multihoming solu-
either technique. The average is taken over paths from each C'tytion in most of the cities in our study. In a few cities the benefit is

to destinations in other cities, and over time instants for which we
have a valid measurement over all ISPs in the tWe also note greater (e.g. Seattle and Bay Area). The performance gap between
multihoming and overlays is less significant foe> 4.

that in all but three cities, the best 3-multihoming providers accord- . e

. ; . Figure 7(b) shows the distribution of the number of overlay hops
ing to RTT were the same as the best 3 according to throughput; in. ) : o
the three cities where this did not hold, the third and fourth best in the paths selected by 3-overlay routing optimized for RTT. The

roviders were simolv switched and the difference in throuahput best overlay path coincides with the best 3-multihoming BGP path
p Py 9PUL i 649% of the cases, on average across all cities (Seattle and the
performance between them was less than 3%.

Bay area are exceptions). Recall that the corresponding fraction
3Across all cities, an average of 10% of the time instants did not for 1-overlay routing in Figure 3(b) was 54%. With more ISPs to

have a valid measurement across all providers; nearly all of theselinks to choose from, overlay routing selectsigher fraction of
cases were due to limitations in our data collection infrastructure, direct BGP paths, as opposed to choosing from the greater number
and not failed download attempts. of indirect paths also afforded by multihoming.
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Number of providers () [ Average | 8% | Performance per destination. In Figure 9(a), for each city, we

show the distribution of the average difference in RTT between the

(a) Throughput improvement (b) Fraction of indirect best3-multihoming path and the best 3-overlay path to each desti-

(pessimistic estimate) paths in 3-overlay routing nation (i.e., each point represents one destination). In most cities,
the average RTT differences across 80% of the destinations are less
Figure 8. Throughput improvement: Throughput perfor- than 10ms. Notice that in most cities (except Seattle), the differ-
mance of k-multihomingrelativeto k-overlaysfor variouscities ence is greater than 15ms for less than 5% of the destinations.
isshown in (a). Thetablein (b) shows the fraction of measure- In Figure 9(b), we consider the distribution of the average through-
ments on which k-overlay routing selected an indirect end-to- put difference of the begtmultihoming path and the be3toverlay
end path, for the case of k = 3. path for the pessimistic estimate of throughput. We see the through-

put difference is less than 1 Mbps for 60-99% of the destinations.
We also note that, for 1-5% of the destinations, the difference is

Throughput performance. Figure 8(a) shows the throughput per-  IN €xcess of 4 Mbps. Recall from F_lgure 8, however, that these
formance ofk-multihoming relative tok-overlays using the pes- differences result in an average relative performance advantage for
simistic throughput estimation function. From this figure, we see Overlays of less than 1-10% (fér= 3).

that multihoming achieves throughput performance within 1-10%
of overlays, fork = 3. The performance improves up ko= 3

or k = 4. In all the cities, the throughput performance 4f
multihoming is within 3% of overlay routing. In Figure 8(b), we
also show the fraction of measurements where an indirect 3-overlag 06
path offers better performance than the direct 3-multihoming pathg ,,
for the pessimistic throughput estimate. On average, this fractlorg

1 1

08 f 0.8

difference < x

0.6

04| «

Fraction of paths with difference < x

Mean —— Mean ——
is about 8%. Notice that this is again lower than the correspondlné 02| Loth percentile ~——- oz 10th percentie - 1
percentage for 1-overlays from Tablez {7%). & ol 90thpercentle ol , 90th pergentile
) ) 0 5 10 15 20 25 30 35 40 0 1 2 3 4 5 6 7 8
Summa.ry When employed n COnJUnC“On W|th mu|t|h0m|ng, over- Difference in turnaround times (ms) Difference in throughputs (Mbps)
lay routing offers marginal benefits over employing multihoming (a) Round-trip time (b) Throughput (pessimistic)

alone. For example, multiple ISPs allows overlay routing to achieve
only a 5-15% RTT improvement over multihoming route control
(for & = 3), and 1-10% improvement in throughput. In addition, Figure10: Underlying distributions: Figure showing the mean,
k-overlay routing selects a larger fraction of direct BGP-based end- median, 10th percentile and 90th percentile difference across
to-end paths, compared to 1-overlay routing. various source-destination pairs. Figure (a) plots RTT, while
. figure (b) plots throughput (pessimistic estimate).

5.7 Unrolling the Aver ages

So far, we presented averages of the performance differences foM ean ver sus other statistics. In Figures 10(a) and (b) we plot the
various forms of overlay routing and multihoming route control. In average, median, and 10th and 90th percentiles of the difference in
this section, focusing on 3-overlays and 3-multihoming, we present RTT and (pessimistic) throughput, respectively, between the best
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3-multihoming option and the be8toverlay path across paths in 100 T
all cities. In Figure 10(a) we see that the median RTT difference _ { x=20 T

is fairly small. More than 90% of the median RTT differences are :
less than 10ms. The 90th percentile of the difference is marginally
higher with roughly 10% greater than 15ms. The median through-
put differences in Figure 10(b) are also relatively small — less than
500 kbps about 90% of the time. Considering the upper range of
the throughput difference (i.e., the 90th percentile difference), we
see that a significant fraction (about 20%) are greater than 2 Mbps. i
These results suggest that the absolute round-trip and throughput ;40 ; ‘ ! s
differences between multihoming and overlay routing are small for 0 20 s 60 80 100
the most part, though there are a few of cases where differences are ifierence in round-trip time (ms)

more significant, particularly for throughput.

Time-of-day and day-of-week effects. We also considered the ef-  Figure 11: Propagation vs congestion: A scatter plot of the

fects of daily and weekly network usage patterns on the relative per-RTT improvement (x-axis) vs propagation time improvement

formance ofk-multihoming andk-overlays. It might be expected  (y-axis) of theindirect overlay pathsover thedirect paths.

that route control would perform worse during peak periods since

overlay paths have greater freedom to avoid congested parts of the

network. We do not see any discernible time-of-day effects in paths indirect overlay paths offer an improved RTT over the best direct

originating from a specific city, however, both in terms of RTT and path. Points near the = 0 line represent cases in which the RTT

throughput performance. improvement has very little associated difference in propagation
Similarly, we also examine weekly patterns to determine whether delay. Points near the =  line are paths in which the RTT im-

the differences are greater during particular days of the week, butprovement is primarily due to better propagation time.

again there are no significant differences for either RTT or through- ~ For paths with a large RTT improvement (e.g, 50ms), the

put. We omit both these results for brevity. The lack of a time- points are clustered closer to the= 0 line, suggesting that large

of-day effect on the relative performance may be indicative that improvements are due primarily to routing around congestion. We

ISP network operators already take such patterns into account wherglso found, however, that 72% of all the points lie aboveghe

performing traffic engineering. z/2 line. These are closer to the= z line thany = 0, indicating

that a majority of the round-trip improvements do arise from a re-

duction in propagation delay. In contrast, Savage et al. [25] observe

that both avoiding congestion and the ability to find shorter paths

are equally responsible for the overall improvements from overlay

routing. The difference in our observations from those in [25] could

5.8 Reasonsfor Performance Differences be due to the fact that Internet paths are better provisioned and less
Next, we try to identify the underlying causes of performance congested today than 3-4 years ago. However, they are sometimes

differences betweeh-multihoming andk-overlay routing. We fo- circuitous, contributing to inflation in end-to-end paths [28].
cus on the RTT performance and the case wiiete 3. First, we
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Summary. k-overlays offer significantly better performance rela-
tive to k-multihoming for a small fraction of transfers from a given
city. We observed little dependence on the time-of-day or day-of-
week in the performance gap between overlays and multihoming.

o . O . Total fraction of lower de- 36%
ask if indirect paths primarily improve propagation delay or mostly lay overlay paths
select less congested routes than the direct paths. Then, we focus Fraction of Fraction of all
on how often the best-performing indirect paths violate common lower delay paths | overlay paths
inter-domain and peering policies. lznodrir:seci:np’izfg; e";’:tth > 4.7% 1.7%
5.8.1 Propagation Delay and Congestion Prop delay improvement
< x% of overall improve-
Improvement ment (whenever overall
In this section, we are interested in whether the modest advan- improvement> 20ms)

tage we observe for overlay routing is due primarily to its ability to < oo 22 9.8%
find “shorter” (i.e., lower propagation delay) paths outside of BGP ~10% 5% 0.4%

policy routing, or whether the gains come from being able to avoid
congestion in the network (a similar analysis was done in [25]).  Table 2: Analysis of overlay paths: Classification of indirect
The pairwise instantaneous RTT measurements we collect maypaths offering > 20msimprovement in RTT performance.
include a queuing delay component in addition to the base propaga-
tion delay. When performance improvements are due primarily to
routing around congestion, we expect the difference in propagation To further investigate the relative contributions of propagation
delay between the indirect and direct path to be small. Similarly, delay and congestion improvements, we focus more closely on
when the propagation difference is large, we can attribute the per-cases where indirect overlay paths offer a significant improvement
formance gain to the better efficiency of overlay routing compared (> 20ms) over the best direct paths. Visually, these are all points
to BGP in choosing “shorter” end-to-end paths. In our measure- lying to the right of thexr = 20 line in Figure 11. In Table 2 we
ments, to estimate the propagation delay on each path, we take thg@resent a classification of all of the indirect overlay paths offering
5th percentile of the RTT samples for the path. > 20ms RTT improvement. Recall that, in our measurement, 36%
In Figure 11, we show a scatter plot of the overall RTT improve- of the indirect 3-overlay paths had a lower RTT than the corre-
ment (x-axis) and the corresponding propagation time difference sponding best direct path (Section 5.6, Figure 7 (b)). However, of
(y-axis) offered by the best overlay path relative to the best mul- these paths, only 4.7% improved the delay by more than 20ms (Ta-
tihoming path. The graph only shows measurements in which the ble 2, row 3). For less than half of these, or 2.2% of all lower delay
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overlay paths, the propagation delay improvement relative to direct ten obey certaifpeering policies Two common policies arearly
paths was less than 50% of the overall RTT improvement. Visu- exit— in which ISPs “offload” traffic to peers quickly by using the
ally, these points lie to the right af = 20 and below the) = /2 peering point closest to the source; daté exit— some ISPs co-
lines in Figure 11. Therefore, these are paths where the significantoperatively carry traffic further than they have to by using peering
improvement in performance comes mainly from the ability of the points closer to the destination. BGP path selection is also impacted
overlay to avoid congested links. Also, when viewed in terms of all by the fact that the routes must have the shortest AS hop count.
overlay paths (see Table 2, column 3), we see that these paths form We focus on indirect overlay paths (i.ex, 1 virtual hop) that
a very small fraction of all overlay paths:(0.8%). provide better end-to-enund-trip performance than the corre-
sponding direct BGP paths. To characterize these routes, we iden-
tified AS level paths using traceroutes performed during the same
period as the turnaround time measurements. Each turnaround time
E measurement was matched with a traceroute that occurred within
20 minutes of it (2.7% did not have corresponding traceroutes and
were ignored in this analysis). We map IP addresses in the tracer-
1 oute data to AS numbers using a commercial tool which uses BGP
tables from multiple vantage points to extract the “origin AS” for
each IP prefix [2]. One issue with deriving the AS path from tracer-
1 outes is that these router-level AS paths may be different than the
E actual BGP AS path [18, 5, 14], often due to the appearance of an
0 20 40 60 80 100 120 extra AS number corresponding to an Internet exchange point or
Direct path propagation (ms) a sibling AS. In our analysis, we omit exchange point ASes, and
also combine the sibling ASes, for those that we are able to identify.
To ascertain the policy compliance of the indirect overlay paths, we
used AS relationships generated by the authors of [31] during the
same period as our measurements.
In our AS-level overlay path construction, we ignore the ASes of
intermediate overlay nodes if they were used merely as non-transit
Finally, if we consider the propagation delay of the best indirect hops to connect overlay path segments. For example, consider the
overlay path versus the best multihoming path, we can get somegyerlay path between a source in A% and a destination iD2,
idea of the relative ability to avoid overly “circuitous” paths, arising composed of the two AS-level segme®$ Al Bl Cl andCl
from policy routing, for example. Figure 12 shows a scatter plot of g2 D2, where the intermediate node is locateddh If the time
the propagation delay of the best direct path from a city (x-axis) spent inC1 is short & 3ms), andB1 and B2 are the same ISP,
and the best propagation delay via an indirect path (y-axis). Again, we consider the AS path &1 Al Bl D2, otherwise we con-
points below they = z line are cases in which overlay routing  sjder it asS1 Al B1 Cl B2 D2. Since we do this only for in-
finds shorter paths than conventional BGP routing, and vice versa.termediate ASes that are not a significant factor in the end-to-end
Consistent with the earlier results, we see that the majority of points yound-trip difference, we avoid penalizing overlay paths for pol-
lie below they = z line where overlays find lower propagation jcy violations that are just artifacts of where the intermediate hop
delay paths. Moreover, for cases in which the direct path is shorterbekmgS in the AS hierarchy.
(above they = z line), the difference is generally small, roughly Table 3 classifies the indirect overlay paths by policy confor-
10-15ms along most of the range. mance. As expected, the majority of indirect paths (70%) violated
Summary. A vast majority of RTT performance improvements either the valley-free routing or prefer customer policies. How-
from overlay routing arise from its ability to find shorter end-to- ever, a large fraction of overlay paths (22%) appeared to be policy
end paths compared to the best direct BGP paths. However, thecompliant. We sub-categorize the latter fraction of paths further
most significant improvements-(50ms) stem from the ability of by examining which AS-level overlay paths were identical to the
overlay routing to avoid congested ISP lifiks AS-level direct BGP path and which ones were different.
For each overlay path that was identical, we characterized it as
5.8.2 Inter-domain and Peering Policy Compliance exiting an AS earlier than the direct path if it remained in the AS
To further understand the performance gap between some overfor at least 20ms less than it did in the direct path. We characterized
lay routes and direct BGP routes, we categorize the overlay routesit as exiting later if it remained in an AS for at least 20ms longer.
by their compliance with common inter-domain and peering poli- We consider the rest of the indirect paths to be “similar” to the
cies. Inter-domain and peering policies typically represent businessdirect BGP paths. We see that almost all identical AS-level overlay
arrangements between ISPs [11, 20]. Because end-to-end overlapaths either exited later or were similar to the direct BGP path.
paths need not adhere to such policies, we try to quantify the per- This suggests that cooperation among ISPs, e.g., in terms of late

Indirect path propagation (ms)

Figure 12: “Circuitousness’ of routes: Figure plotting the
propagation delay of the best indirect path (y-axis) against the
best multihoming path (x-axis).

formance gain that can be attributed to ignoring them. exit policies, can improve performance on BGP routes and further
Two key inter-domain policies [12] arealley-free routing— close the gap between multihoming and overlays. We also note that

ISPs generally do not provide transit between their providers or for the AS-level overlay paths that differed, the majority were the

peers because it represents a cost to thempeefer customer— same length as the corresponding direct path chosen by BGP.

when possible, it is economically preferable for an ISP to route
traffic via customers rather than providers or peers, and peers rathePTwo ASes identified as peers may actually be siblings [31, 11],
than providers. In addition, Spring et al. [28] observed that ISPs of- in which case they would provide transit for each other’s traffic
because they are administered by the same entity. We classified
“The improvements from overlay routing could also be from over- peers as siblings if they appeared to provide transit in the direct
lays choosing higher bandwidth paths. This aspect is difficult to BGP paths in our traceroutes, and also manually adjusted pairings
quantify and we leave it as future work. that were not related.
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[Ag] %Oth [Ag] p90th failures that last less than 3 minutes. As a result, our analysis does

Violates Inter-Domain Policy || 69.6] 8.6 7 ~041376] 46 not ch_aracterize the r(_alative ability of overlays and route control

Valley-Free Routing 64.1] 85 17 61.6/36.7| 45 to avoid such short failures. Secondly, ping packets may also be
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I nter-Domain Pal 8 . . . B . B

Same AS-Level Paih 133160 3 102126 52 from our measurements we cannot eaS|I_y determine if t_he Ipsses are
Earlier AS Exit 16|53 8 07 |s41| 119 due to failures or due to congestion. Finally, the destination may
Similar AS Exits 61|64 12 5.8(39.3| 53 not reply with ICMP echo reply messages within one second, caus-

Diﬁ"zg_ése'f;';m g'g ;'g 3 g'g ‘3‘22 > ing us to record a loss. To mitigate this factor, we eliminate paths
Longer than BGP Path 19|99 20 235|323 29 for which the fraction of lost probes is _10% from_our analysis.
Same Len as BGP Path || 6.4 | 7.6 16 55(36.2| 45 Due to the above reasons, the path failures we identify should be

. ihf’“ef than BGP Path g-j 5.4 11 1%-12 35.8] 43 considered an over-estimate of the number of failures lasting three
nKknown . .

minutes or longer.
From the failure epochs on each end-to-end path, we compute
the correspondingvailability, defined as follows:

Tr(2
Availability = 100 x (1 — M)

Table 3: Overlay routing policy compliance: Breakdown of the
mean and 90th percentile round trip time improvement of in-
direct overlay routes by: (1) routes did not conform to com-
mon inter-domain policies, and (2) routesthat werevalid inter-
domain pathsbut either exited ASesat different pointsthan the
direct BGP route or were different than the BGP route.

T

where, T'r(7) is the length of failure epochalong the path, and
T is the length of the measurement interval (5 days). The total sum
of the failure epochs can be considered the observed “downtime”
Summary. In achieving better RTT performance than direct BGP of the path.
paths, most indirect overlay paths violate common inter-domain
routing policies. We observed that a fraction of the policy-compliant 03
overlay paths could be realized by BGP if ISPs employed coopera-
tive peering policies such as late exit.

NO‘muIliho‘ming i
2-multihoming -------
0.25 3-multihoming --------

0.2

6. RESILIENCE TO PATH FAILURES

BGP’s policy-based routing architecture masks a great deal of
topology and path availability information from end-networks in
order to respect commercial relationships and limit the impact of
local changes on neighboring downstream ASes [10, 22]. This de-
sign, while having advantages, can adversely affect the ability of T B P T YT RET
end-networks to react quickly to service interruptions since noti- Availability (percentage)
fications via BGP’s standard mechanisms can be delayed by tens
of minutes [16]. Networks employing multihoming route control
can mitigate this problem by monitoring paths across ISP links, Figure 13: End-to-end failures: Distribution of the availability
and switching to an alternate ISP when failures occur. Overlay net- on the end-to-end paths, with and without multihoming. The
works provide the ability to quickly detect and route around failures ISPs in the 2- and 3-multihoming cases are the best 2 and 3
by frequently probing the paths between all overlay nodes. ISPsin each city based on RTT performance, respectively. k-

In this section, we perform two separate, preliminary analyses to Overlay routing, for any k, achieves 100% availability and is
assess the ability of both mechanisms to withstand end-to-end patmot shown on the graph.
failures and improve availability of Internet paths. The first ap-
proach evaluates the availability provided by route control based on In Figure 13, we show a CDF of the availability on the paths we
active probe measurements on our testbed. In the second we commeasured, with and without multihoming. When no multihoming
pute the end-to-end path availability from both route control and is employed, we see that all paths have at |8a$t availability
overlays using estimated availabilities of routers along the paths. (not shown in the figure). Fewer thd¥% of all paths have less

. . - than99.5% availability. Route control with multihoming signifi-
6.1 Active Measurements of Path Availability cantly improves the availability on the end-to-end paths, as shown

In our first approach, we perform two-way ICMP pings between by the 2- and 3-multihoming availability distributions. Here, for
the 68 nodes in our testbed. The ping samples were collected be-both 2- and 3-multihoming, we consider the combinations of ISPs
tween all node-pairs over a five day period from January 23rd, 2004 providing the best round-trip time performance in a city. Even
to January 28th, 2004. The probes are sent once every minute withwhen route control uses only 2 ISPs, less théh of the paths
a one second timeout. If no response is received within a second,originating from the cities we studied have an availability under
the ping is deemed lost. A path is considered to have failed 3f 99.9%. The minimum availability across all the path9%85%,
consecutive pings (each one minute apart) from the source to thewhich is much higher than without multihoming. Also, more than
destination are lost. From these measurements we derive “failure94% of the paths from the various cities to the respective destina-
epochs” on each path. The epoch begins when the third failed probetions do not experience any observable failures during the 5 day
times out, and ends on the first successful reply from a subsequenperiod (i.e.,availability ofl00%). With three providers, the avail-
probe. These epochs are the periods of time when the route be-ability is improved, though slightly. Overlay routing may be able
tween the source and destination may have failed. to circumvent even the few failures that route control could not

This method of deriving failure epochs has a few limitations. avoid. However, as we show above, this would result in only a

0.15

0.1

0.05

Fraction of paths with Availability < x
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marginal improvement over route control which already offers very in our testbed. We performed traceroute measurements approxi-

good availability. mately every 20 minutes between nodes in our CDN testbed from
. . . December 4, 2003 to Dec 11, 2003. For our analysis we used the
6.2 Path Availability Analysis most often observed path between each pair of nodes; in almost all

Since the vast majority of paths did not fail even once during cases, this path was used more than 95% of the time. Using the
our relatively short measurement period, our second approach usegouter availabilities estimated from the RON data set, we estimate
statistics derived from previous long-term measurements to ascer-the availability of routes in our testbed when we use route control
tain availability. Feamster et al. collected failure data using active or overlay routing. When estimating the simultaneous failure prob-
probes between nodes in the RON testbed approximately every 30bility of multiple paths, it is important to identify which routers
seconds for several months [9]. When three consecutive probes orére shared among the paths so that failures on those paths are accu-
a path were lost, a traceroute was triggered to identify where the rately correlated. Because determining router aliases was difficult
failure appeared (i.e., the last router reachable by the traceroute)on some paths in our testbéee conservatively assumed that the
and how long they lasted. The routers in the traceroute data wererouters at the end of paths toward the same destination were identi-
also labeled with their corresponding AS number and also classi- cal if they belonged to the same sequence of ASes. For example, if
fied as border or internal routers. We use a subset of these measurewe had two router-level paths destined for a common node that map
ments on paths between non-DSL nodes within the U.S. collectedtothe ASeA A B B C CandD D D B C C, respectively, we
between June 26, 2002 and March 12, 2003 to infer failure rates inassume the last 3 routers are the same (séhe@ Cis common).
our testbed. Though this approach has some drawbacks (which weEven ifin reality these routers are different, failures at these routers
discuss later), it allows us to obtain a view of longer-term availabil- are still likely to be correlated. The same heuristic was used to
ity benefits of route control and overlay routing that is not otherwise identify identical routers on paths originating from the same source
possible from direct measurements on our testbed. node. We assume other failures are independent.

We first estimate the availabilities of different router classes (i.e., A few aspects of this approach may introduce biases in our anal-
the fraction of time they are able to correctly forward packets). We Ysis. First, the routes on RON paths may not be representative of
classify routers in the RON traceroutes by their AS tier (using the the routes in our testbed, though we tried to ensure similarity by us-
method in [31]) and their role (border or internal router). Note ing only using paths between relatively well-connected RON nodes
that the inference of failure location is based on router location, but in the U.S. In addition, we observed that the availabilities across
the actual failure could be at thiak or router attached to the last ~ router classes in the RON dataset did not vary substantially across
responding router. different months, so we do not believe the difference in timeframes

The availability estimate is computed as followsSTfT'S is the impacted our results. Second, there may be routers or links in the
total time failures attributed to routers of claSswere observed, ~ RON data set that fail frequently and bias the availability of a par-
and NS is the total number of routers of classwe observed on ticular router type. However, since traceroutes are initiated only
each path on day.® then we estimate the availability of a router ~when a failure is detected, there is no way for us to accurately es-

(or attached link) of clas§' as: timate the overall failure rates of all individual routers. Third, it
o is questionable whether we should assign failures to the last reach-
Availabilitye = 100 x (1 _ > Tr ) able router in a traceroute; it is possible that tiext (unknown)
’ > NY x one_day or an even further router in the path is actually the one that failed.

Nevertheless, our availabilities still estimate how often failures are
observed at or just after a router of a given type.

Figure 14 compares the average availability using overlays and
route control on paths originating from 6 cities to all destinations in
our testbed. For overlay routing, we only calculate the availability
of the paths for the first and last overlay hop (since these will be

In other words, the fraction of time unavailable is the aggregate
failure time attributed to a router of clags divided by the total
time we expect to observe a router of clgssn any path. Our
estimates for various router classes are shown in Table 4.

[ASTier | Location | Availability (%) | the same no matter which intermediate hops are used), and assume
T internal 99.940 that there is always an available path between other intermediate
1 border 99.985 hops. An ideal overlay has a practically unlimited number of path
g 'EL%”;' gg'ggg choices, and can avoid a large number of failures in the middle of
3 Tnternal 99.999 the network.
3 border 99.991 As expected from our active measurements, the average avail-
4 internal 99.946 ability along the paths in our testbed are relatively high, even for
4 border 39.994 direct paths. 3-multihoming improves the average availability by
5 internal 99.902 . o A
5 border 99.918 0.15-0.24% in all the cities (corresponding to about 13-21 more
hours of availability each year). Here, the availability is primarily
Table 4: Availability acrossrouter classes. Estimated availabil- upper bounded by the availability of the routers or links immedi-
ity for routers or links classified by AStier and location. We ately before the destination that are shared by all three paths as
consider a border router as one with at least one link to an- they converge.
other AS. In most cases, l-overlays have slightly higher availability (at

most about 0.07%). Since a 1-overlay has arbitrary flexibility in
choosing intermediate hops, only about 2.7 routers are common
To apply the availability statistics derived from the RON data (on average) between all possible overlay paths, compared to about
set, we identified and classified the routers on paths between node4.2 in the 3-multihoming case. However, note that a 1-overlay path

- ) using a single provider is more vulnerable to access link failures
5The dataset only included a single successful traceroute per day.
Therefore, we assumed that all active probes took the same route’We found that several ISPs block responses to UDP probe packets
each day. used by IP alias resolution tools such as Ally [29]
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100

the overlay service to the base cost of ISP multihorfiingsing

an overlay with a single provider (i.e.;overlays) would eliminate
this additional cost, but our analysis shows that the performance
gain is reduced significantly.

T
No multihoming
3-multihoming
g -overlay
-ovetlay

99.95

99.9
99.85 i1
Deployment and oper ational overhead. Overlays and multihom-

ing each have their unique set of deployment and performance chal-
lenges that our measurements do not highlight. Below, we consider
the issues of ease of use and deployment, routing table expansion
and routing policy violations.
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Ease of use and employme@iverlay routing requires a third-party

to deploy a potentially large overlay network infrastructure. Build-
ing overlays of sufficient size and distribution to achieve signif-
icantly improved round-trip and throughput performance is chal-
lenging in terms of infrastructure and bandwidth cost, as well as
management complexity. On the other hand, since multihoming is
a single end-point based solution, it is relatively easier to deploy
and use from an end-network’s perspective.

Figure 14: Availability comparison: Comparison of availability
aver aged across paths originating from six cities using a single
provider, 3-multihoming, 1-overlays, and 3-overlays. 1SPsare
chosen based on their round-trip time performance.

Routing table expansion due to multihomingn important over-
than when multihoming is employed. For example, the low avail- head of multihoming that we did not consider in this study is the
ability of the 1-overlay in Chicago is due to: (1) the chosen ISP resulting increase in the number of routing table entries in back-
(based on RTT performance) is a tier 4 network, which has internal bone routers. ISPs will likely charge multihomed customers appro-
routers with relatively lower availability, and (2) all paths exiting priately for any increased overhead in the network core, thus mak-
that provider have the first 5 hops in common and hence have a highing multihoming less desirable. However, this problem occurs only
chance of correlated failures. Finally, we see that using a 3-overlay Wwhen the stub network announces the same address range to each of
usually makes routes only slightly more available than when using its providers. Since ISPs often limit how small advertised address
a 1-overlay (between 0.01% to 0.08%, excluding Chicago) . This is blocks can be, this approach makes sense for large and medium
because at least one router is shared by all paths approaching a desized stub networks, but is more difficult for smaller ones. Smaller
tination, so failures at that router impact all possible overlay paths. networks could instead use techniques based on network address
In summary, it is interesting to note that despite the greater flexi- translation (NAT) to avoid issues with routing announcements and
bility of overlays, route control with 3-multihoming is still able to  still make intelligent use of multiple upstream ISPs [13, 4].
achieve an estimated availability within 0.08-0.10% (or about 7 t0 \jg|ation of policies by overlay pathsOne of the concerns that
9 hours each year) of 3-overlay. overlay routing raises is its circumvention of routing policies insti-

tuted by intermediate ASes. For example, a commercial endpoint
7. DISCUSSION could route data across the relatively well-provisioned, academic

Next, we discuss observations made from our measurements andntérnet2 backbone by using an overlay hop at a nearby university.

other fundamental tradeoffs between overlay routing and multi- Yhile each individual overlay hop would not violate any policies

homing route control that are difficult to assess. We also comment (i-€- the nearby university node is clearly allowed to transmit data
on the limitations of our study. across Internet2), the end-to-end policy may be violated. While our

. analysis quantifies the number of routing policy violations, we did
Key observations. As expected, our results show that overlay rout- ysis g g policy

. S . not consider their impact. Most Internet routing polices are related
ing does prowd_e |mpro_ved Igatency, throughput, and rellablllty OVET to commercial relationships between service providers. Therefore,
route control with multihoming. We found that overlay routing’s

. h L9 . . it is reasonable to expect that the presence of an overlay node in
performance gains arise primarily from the ability to find routes

that are physically shorter (i.e. shorter propagation delay). In ad-
dition, its reliability advantages stem from having at its disposal a
superset of the routes available to standard routing. The surprise i
our results is that, while past studies of overlay routing have shown
this advantage to be large, we found that careful use of a few ad-
ditional routes via multihoming at the end-network was enough to
significantly reduce the advantage of overlays. Since their perfor-
mance is similar, the question remains whether overlays or multi-
homing is the better choice. To answer this, we must look at other
factors such as cost and deployment issues.

Cost of operation. Unfortunately, it was difficult to consider the
cost of implementing route control or overlays in our evaluation. In
the case of multihoming, a stub network must pay for connectivity
to a set of different ISPs. We note that different ISPs charge differ-
ent amounts and therefore the solution we consider “best” may not
be the most cost-effective choice. In the case of overlays, we envi-
sion that there will be overlay service offerings, similar to Akamai’s
SureRoute [1]. Users of overlays with multiple first hop choides (
overlay routing in our analysis) must add the cost of subscribing to
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an ISP network implies that the overlay provider and the ISP have
some form of business agreement. This relationship should require
that the overlay provider pay for additional expenses that the ISP

Mincurs by providing transit to overlay traffic. Network providers

would thus be compensated for most policy violations, limiting the
negative impact of overlay routing.

Future changes to BGP. Thus far, we have discussed some im-
portant issues regarding overlays and route control in today’s en-
vironment, but have not considered changes to BGP that may fur-
ther improve standard Internet routing performance relative to over-
lays. For example, we only consider the impact of performance or
availability-based route selection at the edge of the network. It is
possible that transit ASes could perform similar route control in
the future, thereby, exposing a superior set of AS paths to end net-
works. Another future direction is the development of new proto-

8f the ISPs charge according to usage, then the cost of employing
multiple ISP connections in the caselgbverlays may be higher

or lower than the cost of using multiple connections in the case of
k-multihoming.



cols for AS-level source-routing, such as NIRA [33], which allow current BGP-based system. However, BGP-based routing can ben-
stub networks greater control over their routes. efit from the added capability of two important factors at end-networks:

Limitations of the study. Our observations may be constrained by (1) additional access to end-to-end BGP routes via ISP multihom-
a few factors such as the size of our testbed, the coarse granularitynd. and (2) implementation of performance- and resilience-aware

of our performance samples, and our limited analysis of resilience. "oute control mechanisms to dynamically select among multiple
We discuss these issues in detail below. BGP routes. In this paper, we have compared the relative bene-

fits of overlay routing and intelligent route control and investigated

4 possible reasons for the differences via an extensive measurement-

2, |  Perormancediierence ] based analysis. Our findings are as follows:
§ 3r ] e Multihoming route control can offer performance similar to
S 25¢ ] overlay routing. Specifically, overlays employed in conjunc-
§ 2 b 7 tion with multihoming to 3 ISPs offer only about 5-15% bet-
3 sl i ter RTTs and 1-10% better throughput than route control in
2 L | conjunction with multihoming to three ISPs. In fact, when
s overlays are constrained to a single first-hop ISP, they pro-
g% 1 vide inferior performance relative to route control.
o ) ) ) ) )
0 10 20 30 40 50 60 e The marginally better RTT performance of overlays comes
Number ofoveriay nodes primarily from their ability to select shorter end-to-end routes.
) . ) Also, the performance gap between overlays and route con-
Figure 15: Impact of overlay network size on round-trip per- trol can be further reduced if, for example, ISPs implement
formance: This graph shows the mean difference between 3- mutually cooperative peering policies such as late-exit.

overlays and 3-multihoming as overlay nodes are added.
¢ While route control cannot offer the near perfect resilience of

Testbed sizeln Figure 15 we compare the average RTT perfor- overlays, it can eliminate almost all observed failures on end-
mance from 3-multihoming against 3-overlays, as a function of the to-end paths. The path diversity offered by multihoming can
number of intermediate overlay nodes available. The graph shows improve fault tolerance of end-to-end paths by two orders of
the RTT difference between the best 3-overlay path (direct or indi- magnitude relative to the direct BGP path.

rect) and best 3-multihoming path, averaged across all measure-

ments as nodes are added one-by-one, randomly, to the overlay The results in our paper show that it is not necessary to circum-
network. A different heuristic of adding nodes may vyield differ- vent BGP routing to achieve good end-to-end resilience and perfor-
ent results. As the size of the overlay is increased, the performancemance. These goals can be effectively realized by means of multi-
of 3-overlays gets better relative to multihoming. Although the rel- homing coupled with intelligent route control.

ative improvement is marginal, there is no discernible “knee” in the

graph. Therefore it is possible that considering additional overlay Acknowledgment
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