
An Integrated Approach to Robust Proportional Responsiveness Differentiation∗

Authors
Department of Computer Science

University of Colorado at Colorado Springs, Colorado Springs, CO 80933
{...}@cs.uccs.edu

Abstract

There is an increasing demand of providing propor-
tional response time differentiation to various clients on
Web servers. According to the foundations of queueing the-
ory, the objective can be achieved by providing different
processing rates to the client on the servers. At application
level, process is often used as the resource allocation princi-
pal for achieving processing rates. However, an implemen-
tation of the approach has shown weak proportionality with
large variance because it does not have control over the
consumption of resources that the kernel consumes. In this
paper, we integrate a feedback controller with the queueing-
theoretical approach. The integrated approach allocates
the certain number of processes to handle requests of dif-
ferent client classes according to the queueing-theoretical
processing rate allocation scheme. The process allocations
are then adjusted according to the difference between the
target response time and the achieved one by using the pro-
portional integral derivative control. We implement the in-
tegrated approach on Apache Web servers and the exper-
imental results demonstrate that this application-level ap-
proach can enable Web servers to provide robust propor-
tional responsive time differentiation.

1 Introduction

Due to the open and dynamics nature of Web applica-
tions, the last decade has witnessed an increasing demand
for provisioning of different levels of quality of service
(QoS) to meet changing system configuration and resource
availability and satisfy different client requirements. This
differentiated QoS provisioning problem was first formu-
lated by the Internet Engineering Task Force in the net-
work core. Differentiated Services (DiffServ) [6] is a ma-
jor architecture, where the network traffic is divided into
a number of classes. It aims to define configurable types
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of packet forwarding in network core routers, which can
provide per-hop differentiated services for per-class aggre-
gates of network traffic. The proportional differentiation
model [9] is one of the most popular models. It states that
certain class performance metrics should be proportional
to their pre-specified differentiation weights, independent
of the class loads. Due to its inherent differentiation pre-
dictability and proportionality fairness, the model has been
accepted as an important DiffServ model and been applied
in the proportional queueing-delay differentiation (PDD) in
packet scheduling [9, 10, 15, 17] and proportional loss dif-
ferentiation in packet dropping [12].

End-to-end service differentiation requires stateless
packet scheduling in the core routers, in combination with
stateful resource management in the network edges and end
servers. There are recent efforts on DiffServ provisioning
on servers [1, 2, 5, 7, 8, 14, 19, 20, 21]. In the server
side, response time is a fundamental performance metric.
Existing response time differentiation strategies are mostly
based on priority scheduling in combination with admission
control and content adaptation [1, 2, 5, 7, 8]. The authors
in [8] adopted strict priority scheduling strategies to achieve
responsiveness differentiation on Internet servers. The re-
sults showed that the differentiation can be achieved with
requests of higher priority classes receiving lower response
time than requests of lower priority classes. However, this
kind of strategies cannot control the quality spacings pro-
portionally among different classes. Time-dependent prior-
ity scheduling algorithms developed for PDD provisioning
in packet networks can be tailored for PDD provisioning
on Web servers [14]. However, they are not applicable for
response time differentiation because the response time is
not only dependent on a job’s queueing delay but also on
its service time, which varies significantly depending on the
requested services.

In [19, 20], we proposed queueing-theoretical processing
rate allocation strategies for server-side DiffServ provision-
ing with respect to slowdown, the ratio of a request’s queue-
ing delay to its service time. While simulation results match
expectations, a challenging implementation issue is, how



to practically achieve the processing rate for various traf-
fic classes on servers. This is not a trivial problem. In [18],
we presented a processing rate allocation scheme based on
queueing theory for proportional response time differentia-
tion on Web servers. We then designed and implemented an
adaptive process allocation strategy to achieve the process-
ing rates allocated to the request classes. Figure?? shows
the experimental results. When the system load is between
30% to 80%, the expected differentiation ratios are achieved
in average. However, the proportionality comes along with
large variance. When the load goes up to 90%, the expected
ratio is not achieved even in average. For example... There
are three reasons:....

In the current general-purpose operating systems, a pro-
cess, or a thread within a process, is treated as the schedul-
ing entity for an independent activity. It is also the entity for
the allocation of resources, such as CPU cycles and memory
space. Thus, process abstraction serves both as a protection
domain and as a resource principal. However, in the op-
erating systems, resource allocation and scheduling primi-
tives do not extend to the execution of significant parts of
kernel code. An application has no control over the con-
sumption of resources that the kernel consumes on behalf
of the application. As the result, resource principals do not
always coincide with either processes or threads. For ex-
ample, in a network-intensive application, the process is the
correct unit for application isolation, but it does not encom-
pass all of the associated resource consumption since the
kernel generally does not control or properly account for
resources consumed during the processing of network traf-
fic. Because of the coincidence between protection domain
and resource principal, applications lack sufficient control
over resource scheduling and management on the server.
This problem makes it difficult to enforce application-level
process allocation strategies for proportional response time
differentiation on Web servers.

There are efforts on the design of new resource manage-
ment mechanisms at kernel level to support DiffServ provi-
sioning efficiently. Resource containeris a new operating
system abstraction [4]. It separates the notion of a protec-
tion domain from that of a resource principal. A resource
container encompasses all system resources that the server
uses to perform an independent activity, such as processing
a client HTTP request. All user and kernel level process-
ing for an activity is charged to the appropriate resource
container and scheduled at the priority of the container. Re-
source containers allow accurate accounting and scheduling
of resources consumed on behalf of a single client request
or a class of client requests. Thus, this new mechanism
can provide fine-grained resource management for DiffServ
provisioning when combined with an appropriate resource
scheduler. However, while kernel-level mechanisms can
provide efficient control over resource management, their

weaknesses lie on the portability and deployment issues.
In this paper, we seek a practical application-level ap-

proach to providing robust proportional responsiveness dif-
ferentiation. We design an integrated approach based on
queueing theory and feedback control theory. The structure
of the paper is as follows. Section?? gives the process-
ing rate allocation scheme for response time differentiation.
Section?? presents the design and implementation of the
adaptive process allocation on Apache Web servers. Sec-
tion ?? focuses on experimental results and performance
evaluation. In Section 3, we review other related resource
allocation and scheduling disciplines in the DiffServ areas.
Section??concludes the paper.

2 Integrated Process Allocation with Feed-
back Control

A proportional differentiation model is to ensure the pre-
specified QoS ratios betweenN (N > 1) classified traf-
fic classes. The proportional responsive time differentiation
model aims to control the ratios of the average response
time of classes based on their pre-specified differentiation
parameters{δi, i = 1, . . . , N}. Let Ti(k) denote the aver-
age response time of requests of classi at sampling period
k. Specifically, the model requires that the ratio of average
response time between classi andj is fixed to the ratio of
the corresponding differentiation parameters

Ti(k)
Tj(k)

=
δi

δj
1 ≤ i, j ≤ N. (1)

There are three requirements of service differentiation
provisioning.

1. predictability: higher classes should receive better or
no worse service quality than lower classes, indepen-
dent of the class load distributions.

2. Controllability: the system should have a number of
controllable parameters that are adjustable for the con-
trol of quality spacings among classes.

3. fairness: requests from lower classes should not be
over-compromised for requests from higher classes.

The proportional model essentially has the proportionality
fairness. According to the requirement of the differentia-
tion predictability, the higher classes should receive better
service, i.e., lower response time. Without loss of gener-
ality, we assume that class 1 is the ’highest class’ and set
0 < δ1 < δ2 < . . . < δN .

Like others in [16, 21], we use Poisson process arrivals
and exponentially distributed service times (anM/M/1
FCFS queue) for modeling the traffic. We note that there are
other popular heavy-tailed distributions, such as Bounded



Pareto, for service time distributions [3, 20]. The process-
ing rate allocation scheme derived by the M/M/1 queueing
model can give the key insights about the differentiation
problem and the feasibility of the process allocation strat-
egy.

We divide the request processing rate of a Web server
into N virtual servers. Each virtual server handles requests
of one class in a FCFS manner. Letµi, 1 ≤ i ≤ N denote
the normalized request processing rate of the virtual server
i. We have

N∑
i=1

µi = 1. (2)

Assume requests of classi in Poisson process arrive at
virtual serveri in a rateλi. It follows that the traffic inten-
sity on the serverρi = λi/µi. According to the foundations
of queueing theory [13], whenρi < 1 (λi < µi), we have
the expected response time of requests in classi as

Ti =
ρi

µi(1− ρi)
=

1
µi − λi

1 ≤ i ≤ N. (3)

For feasible processing rate allocation, we must ensure
that the system utilization

∑N
i=1 ρi ≤ 1. That is, the to-

tal processing requirement of theN classes of traffic is less
than the Web server’s processing capacity. Otherwise, a re-
quest’s response time can be infinite and responsiveness dif-
ferentiation would be infeasible. Admission control mech-
anisms can be applied to drop requests from lower classes
so that the constraint holds [8].

According to the definition of (3), the set of (1) in com-
bination with (2) lead to

µi = λi +
1−

∑N
i=1 λi

δi

∑N
i=1 1/δi

. (4)

From this equation, we can observe that the remaining ca-
pacity of the server is fairly allocated to different request
classes with respect to their differentiation parameters.

It follows that the expected response time of requests of
classi, Ti, is calculated as:

Ti =
δi

∑N
i=1 1/δi

1−
∑N

i=1 λi

. (5)

2.1 Adaptive Process Allocation

2.2 Feedback Control

...

3 Related Work

The proportional differentiation model was proposed in
the network core [9]. It was first applied for DiffServ

provisioning in packet scheduling and packet dropping, in
which packet queueing delay and loss rate are key QoS fac-
tors, respectively. Many algorithms have been designed to
achieve proportional delay differentiation (PDD) in the net-
work routers. They can be classified into three categories:
rate-based; see BPR [9] for example, time-dependent prior-
ity based; see WTP [10] and adaptive WTP [15] for exam-
ples, and Little’s Law-based; see PAD [10] and LAD [17]
for examples. The work in [14] demonstrated that some
of the algorithms can be tailored for request scheduling for
PDD provisioning on the server side. However, the algo-
rithms are not applicable to proportional response time dif-
ferentiation because response time is not only dependent on
a job’s queueing delay but also on its service time, which
varies significantly depending on the requested services.

Priority-based request scheduling strategies have been
investigated for response time differentiation on Internet
servers [2, 5, 8, 11]. In [8], the authors addressed strict
priority scheduling strategies for controlling CPU utiliza-
tion on Web servers. Incoming requests were categorized
into the appropriate queues with different priority levels
for the corresponding services. Requests of lower prior-
ity classes were only executed if no requests existed in any
higher priority classes. The results showed that response
time differentiation can be achieved but the quality spac-
ings among different classes cannot be guaranteed by strict
priority scheduling. Therefore, this kind of priority-based
scheduling strategies cannot achieve proportional response
time differentiation on Web servers.

In [18], we proposed a queueing-theoretical processing
rate allocation scheme for proportional response time dif-
ferentiation and then designed a process allocation mech-
anism to achieve various processing rates. While the ob-
jective was achieved in the long run, overall, the propor-
tionality was weak and the variance was large. In this pa-
per, we design and integrate a PID feedback controller with
the queueing-theoritical rate allocation. The integrated ap-
proach improves over the previous efforts in the sense that
it can quantitatively control quality spacings between differ-
ent classes and provide more robust proportional response
time differentiation.

In [1], the authors utilized feedback control approaches
to achieve overload protection and performance guarantees
and differentiation on Web servers. The strategy was based
on real-time scheduling theory which states that response
time can be guaranteed if server utilization is maintained
below a pre-computed bound. Thus, control-theoretical ap-
proaches, in combination with content adaptation strategies,
were formulated to keep server utilization at or below the
bound. Our approach is complementary to their work in
the sense that our approach integrates the queueing theory
and control theory for proportional response time differen-
tiation.
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