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1 Introduction

With the rapid growth of Internet traffic, the workload on the servers is increasing dramatically.  Nowadays, servers are easily overloaded, especially for a popular web server. One solution to overcome the overloading problem of the server is to build scalable servers on a cluster of servers[1] [2].  With the scalable servers, when load increases, one or more servers can be added into the server cluster to meet the increasing request.  A very efficient way to accomplish this is to use a load balancer to distribute load among servers in the cluster.  Load balancing can be done in two levels, Transport level or layer4 switch and Application level which is also known as content switch[16].

1.1 Layer 4 Switching/Transport Level Load Balancing

Linux Virtual Server[3] is an example of Transport level load balancing approach.  On LVS ( Linux Virtual Server) cluster, there are one or two load balancer and a number of real servers.  The front end of the real servers is a load balancer, which schedules the requests to different real servers and make parallel service of the cluster to appear as a virtual service on a single IP address called VIP(virtual IP).  The load balancer can redirect the requests to the real servers with different algorithms, such as round-robin, weighted round-robin, least connected and weighted least connected. The architecture of the cluster is transparent to end users, and the users see only a single virtual server.  As the traffic increases, network administrator can choose to plug more servers into the cluster.  LVS is a highly scalable and available server cluster. 

The advantage of layer 4 load balancing in switching is the overhead of load balancing is small and the maxim number of real server nodes can reach 25 or up to 100. The reason is when a user request arrives at the load balancer, the load balancer only examine the source IP and port number of the incoming packet, the packet matching process can be easily speeded up with the hash table based on these two fields.  The common problem of layer 4 switching is that it is content blind, and does not take the advantages of the content information in the request messages.  

1.2 Content Switching/Application Level Load Balancing 

Application level load balancing (also known as content switching) provides the highest level of control over the incoming web traffic.  When making a load balancing decisions, the content switch can check the header/content including HTTP meta header, URL, the pay load of the incoming packet, rather than simply checking TCP/UDP port number or IP address.  By examining the content of the request, these switches can make decisions on how to route the request to the real servers.  The content switching system can achieve better performance through load balancing the requests over a set of specialized web servers, or achieve consistent user-perceived response time through persistent connections (also called sticky connections).

1.2.1 How does the content switch work?

The process of a content switch can be simplified into the following two steps:

1. Packet classification or content switch rule matching[4,-12].

2. Routing (load balancing).

The challenge in the above process lies in the process of identifying packet class (packet classification).  The packet classification is a collection of rules.  Each rule defines a class that contains packets with similar characteristics.  The rule also uniquely specifies the action for each defined class.  There are many trade-offs to be made when defining the rules.  For example, when the rule is defined deep into the content, the content switch can route the requests based on more precise information.  On the other hand, the deep search for certain fields in the message produces processing overhead.  Also rules may be contradict each other. The conflict needs to be resolved.  The efficient rule matching algorithms become a challenging research issue. 

1.2.2 Available Content Switch products

There are several commercial products with content switch features available on the market

Cisco Content Engine 2.20 [14] (CE)

Cisco CE can support HTTP and HTTPS proxy server.  The performance of CE is very similar to the content switch, the only difference is that CE is for the proxy server instead of the load balancer.  CE examines the web request and makes the action decision such as block, cache, and proxy. 

An example of the rules looks like this:

rule no-cache url-regex\.*cgi-bin.*

This rule configures that the incoming packets with the url matching the pattern “*cgi-bin*” will not be forwarded to the proxy servers.
Cisco Network Based Application Recognition (NBAR)[15]
NBAR is a classification engine that recognizes a wide variety of application requests for better utilization of the network resource.  For example it classifies the HTTP traffic by examining the domain name or mime type in the url of a request.

An example of rules:

Route(config)# class-map foo

Route(config)# match protocol http mime “*jpeg”

Route(config)# bandwidth 32 kb

The rule defines that any http packet with mime type “jpeg” will be routed with 32 kb bandwidth.

Intel Action/Classification Engines(ACEs)[13] 

An ACE classifies incoming packets according to the protocol and predicated definition in its Network Classification Language(NCL)[13] rules file, and triggers action in the associated action files.

The syntax of NCL is as below:

rule allpackets {ether} {action_all()}
Allpackets is the name of the rule, ether is a predicated class matching condition, action_all() is the action function call.

There are several other content switch products, but the rules are similar to the three mentioned above.  Different classification rules can result in different web server performance.  

2 Goal

The goal of this thesis work is to design and implement an efficient content web switch, which can load balance the web requests both on the Transport/L4 level and the Application level.  The incoming packets will be routed based on IP address, TCP/UDP port number, URL regular expression, HTTP meta header, SSL session ID, and the values of XML tags.  The tasks include:

· Design scenarios and content switching rules for packet classification and routing .

· Design efficient data structures and algorithms for the content switch rule matching 

· Analyze the conflict among a set of  rules

· Investigate possible solutions for the rule conflicting problem.

3 Thesis Plan

The thesis will include the following activities:

· Study and analyze the existing content switch technologies, especially the content switching rules.

· Study Linux kernel and Linux Virtual Server software.

· Study Apatch web server, and their HTTP request processing.

· Design and implement the content switch.

· Test functionality and reliability of the design.

3.1 Design

The proposed content switch will be able to cover five different content switching cases.  The content switch will distribute the incoming requests to different web servers based on the routing policy.  The five different classes of routing policies are as follow:

1. Based on the source IP address and TCP/UDP port number.

2. Based on the URL regular expression. 

3. Based on the HTTP meta header.

4. Based on the SSL session ID.

5. Based on values of XML tags.

The majority of the design tasks will fall into the following two categories: 

· matching incoming packets to the specific classs.

· routing rules.

Since the content switch is a very new technology, there are only a few products available on the market.  Not much research has been done in the rule matching area for the content switching.  Therefore, design an efficient rule matching algorithm is going to be very challenging.  The main focus of the design will be on designing efficient rules and algorithms for the construction of the content switch. 

3.2 Implementation

Linux Virtual Server[3] is a public domain open source package.  LVS enables transport level load balancing in a web server cluster, and can be extended to support application level load balancing.  We will reuse the code that perform the interception of IP packets and replace the rule matching code.  New features will be added. 

3.3 Testing 

The implementation will be tested rigorously on a computer network in our lab.  The network configuration will include one content switch, four real servers and some basic routing policies. 

3.4 Deliverables

The deliverables will include:

· Design documentation for the content switch.

· Source code for implementing the design on the Red hat Linux 6.2 system.

· Testing documentation.
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