System Monitoring, Alarming, Reporting, and Tracking System (SMARTS)

Masters Project Proposal

Ronald A. Bueler

CS-701

University of Colorado, Colorado Springs

January 23, 2001

TABLE OF CONTENTS

2Introduction


3Background


4Problem


6Design Goals


7Solution


7Data Collection and Storage


10Data Reporting


11Benefits


12Responsibilities


13Activities


14Product (deliverables)


15Schedule


16Committee Members and Signatures





Introduction

The purpose of this project is to develop a network-based monitoring package called SMARTS for Cable & Wireless USA, Inc. Beyond just monitoring, this system should provide alarms, reports, and track approximately 20 computer systems. A comprehensive list of system requirements are described later in the proposal. I plan on using software engineering processes while advancing my hands-on knowledge of software development practices. Furthermore, this project will fulfill graduation requirements for a Masters Degree in Software Systems Engineering at University of Colorado, Colorado Springs (UCCS).

Based on initial analysis and research, the level of effort needed to develop such a system during the short semester will require more than one student. It is therefore proposed, that the project be co-developed by myself and another UCCS Masters Degree student, Joe Hall. Although handled as a joint project, we propose a clear division of responsibilities and effort. Of course, the software architecture we propose was determined jointly during brain storming sessions and open discussion. Following that, both of our proposals will contain a similar description of the system, but from differing viewpoints.  Joe’s viewpoint will be the collection and population of the Oracle database, and my viewpoint will be the extraction and presentation of the data to the end user.  To clearly identify each member’s project areas, a table is also included which identifies each of our unique responsibilities.

The rest of this proposal provides background on the problem domain including a description of the problem, a proposed solution, a list of activities, the project deliverables, and a project schedule.

Background

The Real Time Systems Division of Cable & Wireless USA (C&W) currently has 20 computer servers that provide a suite of traditional and web-based services including email, calendaring, instant messaging, and directory services for approximately 55,000 employees worldwide. These servers also provide service to a number of businesses, including major banks, airlines, and companies in other various industries.  See table below.  

Host
System
O/S
CPU
Physical

Memory
Disk Space
Applications

pm01sm
DEC 1000A
Tru64 4.0D
1
1GB
31GB
Customer SMTP Server

pm02sm
DEC 1000A
Tru64 4.0D
1
1GB
31GB
Customer SMTP Server

pm03sm
DEC 1000A
Tru64 4.0D
1
1GB
31GB
Customer SMTP Server

pm04sm
DEC 1000A
Tru64 4.0D
1
1GB
31GB
Customer SMTP Server

pm05sm
DEC 1000A
Tru64 4.0D
1
1GB
31GB
Customer SMTP Server

pm06sm
DEC 1000A
Tru64 5.1
1
1GB
31GB
Customer SMTP Server

wd01wm
Compaq ES40
Tru64 4.0F
2
1GB
18GB
Customer Web Mail Server

pm01rg
DEC 1000A
Tru64 4.0D
1
1GB
35GB
Customer Web Mail Server

pm02rg
DEC 1000A
Tru64 5.1
1
1GB
35GB
SMART Web Server

SMART Oracle RDBMS

um01ds
Compaq ES40
Tru64 4.0F
2
2GB
18GB
Customer Directory Server 

um02ds
Compaq ES40
Tru64 4.0F
2
2GB
18GB
Customer Directory Server 

um01ms
Compaq ES40
Tru64 5.0A
4
4GB
367GB
Customer Message Store

um02ms
Compaq ES40
Tru64 5.0A
4
4GB
367GB
Customer Message Store

um03rl
Compaq DS20
Tru64 5.0A
2
1GB
18GB
Development Message Store

Instant Messaging Server

um04rl
Compaq DS20
Tru64 5.0A
2
1GB
36GB
Development Directory Server

gm01ms
Compaq ES40
Tru64 4.0F
4
2GB
470GB
C&W Employee Message Store

gm02ms
Compaq ES40
Tru64 4.0F
4
2GB
470GB
C&W Employee Message Store

gm01rl
Compaq DS20
Tru64 4.0F
1
1GB
18GB
C&W Employee SMTP Server

C&W Employee Directory Server

gm02rl
Compaq DS20
Tru64 4.0F
1
1GB
18GB


C&W Employee SMTP Server

C&W Employee Directory Server

gm01cs
SUN E460
Solaris 7
1
1GB
18GB
C&W Employee Calendar Server

During the current calendar year, C&W will be re-hosting approximately 1.2 million European customers on these servers.  In addition, a similar suite of customer servers is projected to be installed in Japan, Hong Kong, and Australia during the 2001-2002 timeframe.

In an effort to provide near real-time statistics for customer service, management, and engineering support groups, C&W has asked us to design and implement a robust system capable of providing the following near real-time information: 

· System CPU, disk space, and memory utilization

· Response time for each service

· Number of concurrent connections for each service

· Service availability times

· Application specific data for each service

· Alarm notification and escalation

· Automatic response triggers

Problem

In the fast-paced, real-time network environments of many businesses today, keeping an eye on network performance, loads, service statistics, and network health is paramount to success. It’s critical for many system administrators and IT specialists to quickly obtain this data without having to resort to many “piece-meal” applications that provide a limited view of data about the overall network or individual hardware components. Moreover, to get a complete understanding of what’s happening, it’s essential to have access to near real-time network statistics, CPU performance, system load, available disk space, memory utilization, etc.

Our review of commercial systems offering similar capabilities shows some shortfalls that helped to inspire CWUSA’s idea for an alternative solution. As our research has shown, the shortfalls with existing systems include one or more of the following: high cost, proprietary databases, difficulty in integrating with existing reporting applications, and lack of flexibility and customization. CWUSA has requested that we develop a “highly custom” system which uniquely solves their requirements.

The table below provides a list of similar systems we have reviewed:

Product Name
Company Name/Institute
URL

Topper
Bear Mountain Software
http://www.re-software.com

NetHealth
Concord Communications
http://www.concord.com

Unicenter
Computer Associates
http://www.computerassociates.com

Openview
HP
http://www.openview.hp.com

Distributed Monitoring
Tivoli
http://www.tivoli.com

Sun Management Center
Sun Microsystems
http://www.sun.com

Based on CWUSA’s requirements, we compiled a matrix of systems with each product’s capabilities. It should be noted that this information was compiled from data available on the Internet, from personal experience with each system, and product literature. Furthermore, many of these systems also offer “suites” of products that compliment the base system. However, these additional products are often extremely costly, large, and substantially more complex to implement. In our research we have examined the characteristics of each “foundation” product to simplify the comparison. The table below presents this matrix.

Capabilities
SMARTS
Topper
Concord Nethealth
CA Unicenter
HP Openview
Tivoli Dist Monitoring
Sun Mgmt Center










Cost/Server
$0
$12,000
$5,000
$4,163
$1,775
$5,800
$3,000










Reporting








- Text
Yes
Yes
Yes
Yes
Yes
Yes
Yes

- Graphics
Yes
Yes
Yes
Via export
Yes
Yes
Yes

- Web Pages
Yes
Yes
Yes
Via export
Yes
Yes
Yes

- Canned Queries
Yes
No
Yes
Yes
Yes
Yes
Yes

- Ad Hoc Queries
Yes
No
Yes
Yes
Yes
Yes
Yes










Alarming








- via Web Page
Yes
Yes
Yes
Yes
Yes
Yes
Yes

- via Email
Yes
Yes
Yes
Yes
Yes
Yes
Yes

- via pager
Yes
Yes
Yes
Yes
Yes
Yes
Yes










Monitoring








- Hardware variables
Yes
No
Yes
Yes
Yes
Yes
Yes

- O/S variables
Yes
No
Yes
Yes
Yes
Yes
Yes

- Application variables
Yes
No
Yes
Yes
Yes
Yes
Yes

- Services
Yes
Yes
No
Yes
Yes
Yes
Yes










Data Storage








- RDBMS
Yes
No
No
No
No
No
No

- Propietary DB
No
Yes
Yes
Yes
Yes
Yes
Yes

- Data import
Easy
No
Yes
No
No
No
No

- Data export
Easy
Yes
Yes
Yes
Yes
Yes
Yes

- Ease of modification
Easy
N/A
N/A
N/A
N/A
N/A
N/A

- Ease of computations
Easy
N/A
N/A
N/A
N/A
N/A
N/A

- Canned Queries
Easy
Yes
Yes
Yes
Yes
Yes
Yes

- Ad Hoc Queries
Easy
No
Yes
Yes
Yes
Yes
Yes










Auto Escalation Notification
Yes
Yes
No
Yes
Yes
Yes
Yes










Auto Response
Yes
No
No
Yes
Yes
Yes
Yes

Design Goals

During early brainstorming sessions Joe Hall and I determined several qualitative properties and principles we want to strive towards throughout our development. The table below lists those goals.

Reasoning
Explanation

Flexibility
Create a flexible architecture that can easily be expanded or modified as the system evolves

Clonable components
Create easily clonable components that allow reuse at new locations with minimal modifications

Standards Based
Follow International Engineering Task Force (IETF) Standards Based

Non-proprietary solution
Develop an open systems based solution that provides maximum flexibility at minimal cost.

Low system utilization 
Keep CPU/Mem/Disk utilization equal to or less than 2%

Reliable data collection
Data collection should be independent of network connectivity

Heavily COTS based
Make maximum use of standard COTS products where appropriate

Role-based output
The output should be end-user and role-based (management, customer service, engineer, network ops, etc)

Solution 

Based on available hardware and software at Cable and Wireless USA, we propose a set of lightweight applications to monitor, alarm, report, and track the health and performance of their network. 

Data Collection and Storage

We have three criteria that will guide our data collection portion of the system. First, the data must be accurate. This is self-evident as there is no reason to collect inaccurate data upon which management will base their financial decisions for future hardware and software purchases. Second, the data collection mechanism must be reliable. All data collection programs will be run on each specific host system when possible. A separate program will periodically read and insert the data into a central Oracle database. Finally, the monitoring sub-system must have a minimal impact on the overall performance of the production computer system it is monitoring. We expect to use less than 2% CPU resources and less than 5 MBs of memory utilization.

The next figure illustrates a high-level architecture of our proposed solution. Looking at the architecture, there are various types of network devices that are to be monitored: eMail Relays, Message Store, Calendar Server, Directory Server, Whitepages Server, and Instant Messaging Servers. 
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Each system and service provided will be monitored and the data evaluated for alarm conditions. A key requirement is the capability of each data collection process to “intelligently” notify users of alarm conditions. To ensure that alarm conditions will not be impacted by a failed system that is currently being monitored by the SMART system, all alarm notifications will use a separate, non-Cable and Wireless USA network to notify the system administrator via pager. Breaking it down, we’ve determined there are four broad areas to consider monitoring: hardware component variables out of normal range, and operating system process abnormalities, actual service interruption, and application process abnormalities. The next table briefly summaries the breakdown in each of the categories.

Monitor Category
Data Collected

Hardware System Variables
CPU Utilization, Disk Space, Memory Utilization, etc

Operating System Variables
Zombie Processes, Missing Processes, Run-Away Processes, etc

Software Services Provided
SMTP, POP, IMAP, LDAP, HTTP, XML

Application Process Variables
Various applications and supporting daemons specific to each service provided, Number of concurrent connections to each service

In collecting the data, we will be using a combination of methods. Where possible, we will use the tools and capabilities provided by the various Application Developers. We believe this will provide the most accurate information. In addition, it is hoped that future upgrades to the product will not require rewriting the data collector. We plan on using Perl and Java as the development languages for the majority of code we will be writing. We decided to use these platform independent languages since the current hardware environment includes both Compaq and Sun Microsystems hardware. We will also look at using operating system specific tools where appropriate. Finally, we will investigate using Simple Network Management Protocol (SNMP) and Management Information Bases (MIBs) to collect various system data. 

The format for the raw data files will be a date-time group (DTG), a host name, the data variable name, and the data value. All data collected will be written immediately to disk to preserve the information in case of a power failure. A separate, generic data-reporting program will run periodically which will read the raw data files, connect to the Oracle database, insert the records in their respective tables, and move the raw data files to a separate directory signifying the data was processed. If for any reason this program is unable to connect to the Oracle database, an alarm will be sent to the system administrator’s pager, no files will be moved, and the data-reporting program will exit gracefully.

Data Reporting

All data collected will be stored in an Oracle Database on a separate system. As much as possible, I intend to use Oracle provided tools for developing stored and ad-hoc queries. I also plan on using Oracle’s web development along with Seagates’ Crystal Reports to produce web pages that can be viewed from standard web browsers such as Netscape Navigator and Microsoft Internet Explorer.

The outputs of the SMARTS will consist of four major types. First, SMARTS will report any alarming conditions directly to the system administrator’s pager. These pages will contain a brief message with a DTG, the system or service variable affected, and the data triggering value. The system administrator’s pager has a limit of 240 characters. The second major output will be web-based query results by an end user. The information provided will be the most current, near real-time data available. The third major category will be standardized daily reports for the engineering group. These reports will be emailed to the various engineering subscribers and contain daily summaries by hour of the performance and conditions of each of the servers. The fourth and final type of output will be management reports. These reports will contain generalized data such as number of customers, service response times, and overall system utilization that will be utilized for customer sizing of the various systems.

Benefits

Our approach offers some strengths over existing systems such as automatic response to system faults, automatic notification escalation to other email addresses/pagers, ease of data sharing, ease of data import/export, ease of generating graphs and trending information, email alarms, low system utilization (less than 2% of total CPU/memory/disk space), non-proprietary based components, definable data output and customization based on end-user roles, and reusable software components. The key strength of our proposed system is that it is a customized collection of lightweight applications tailored to CWUSA’s unique needs.

In summary the strengths and benefits of the proposed system include the following:

· Automatic response to system faults

· Automatic notification escalation to other email addresses/pagers

· Ease of data sharing

· Ease of data import/export

· Ease of generating graphs and trending information

· Email/pager based alarms

· Low system utilization

· Non-proprietary based components

· Definable data output and customization based on end-user roles

· Reusable software components

· Low cost

Responsibilities

To separate the project into two distinct areas of responsibility, the next table describes each member’s primary areas of development. 

Joe Hall
Ron Bueler

Investigate SNMP, SMTP, LDAP, POP, IMAP protocols
Install and configure Netscape Enterprise Server 

Design, develop and implement collector agents
Install and configure Perl Graphics Device (GD) Module

Install and configure Oracle 8i
Implement report graphics using Perl GD

Design, develop and implement monitoring mechanisms
Research & evaluate web-based access to Oracle Database

Design, develop and implement alarming mechanisms
Design, develop, and implement web pages

Design, develop and implement logging mechanisms
Design, develop, and implement Crystal Reports Interface

Design, develop and implement automatic escalation
Design, develop, and implement email based report generation and delivery

Design, develop and implement corrective action algorithms
Design & implement a list server for report subscription services

Design, develop and implement Oracle Database tables jointly
Design, develop and implement Oracle Database tables jointly

This table presents a clear delineation of responsibilities. Again, from my perspective I will focus on the extraction and presentation of the data to the end user. Using a suite of products, I will perform data presentation and reporting to the various end users including engineering, customer service, management, and end-users. As CWUSA does not have an HTTP server, they have proposed I install and configure Netscape Enterprise Server. As there are some answered questions related to web-based access to the Oracle database I will have to conduct some research and make a proposal to CWUSA.

Activities

During our initial brainstorming sessions I came up with a list of activities I’ll have to pursue in order to develop my half of the system.

· Investigate the specifications of Java and HTTP to access Oracle databases and generate web pages.

· Investigate, select, and learn which data is to be presented. Including how the data is to be extracted and presented

· Further analyze the tracking and reporting requirements and develop formal written requirements.

· Determine and plan three phases for the project. The first phase will be a limited implementation of email based text reports that will act as a feasibility study and prototype. The second phase will build on the first phase and include more data items to be monitored and the development of text web pages.  The third and final phase will be the implementation of the web interface to the database and email reports with graphics.

· Design the application using a preliminary design that covers all planned requirements, and two additional designs. The first detailed design will be raw data extraction and text report generation.  The second detailed design will be the generation of text based web pages.  The third and final detailed design will complete SMARTs detailed design and extend it to include webserver population along with the end-user interface and management reports.

· Implement the three detailed designs.

· Test the implementation. Only system-level testing will be documented. Unit and integration testing will be informal. Final testing will be done on the system as a whole including pager-based alarms, end-user interface, and engineering and management reports generation.

· Certainly as the project evolves there might be modifications to my approach. As they occur I intend to approach the committee with the proposed evolution describing justification for the new approach along with the advantages and disadvantages of each.

Product (deliverables)

· Project plan (this) and initial briefing.

· Progress reports delivered at biweekly meetings and on a web page (http://cs.uccs.edu/~rabueler/project) updated weekly. The web page will provide a means for the viewer to access and download the deliverables. The reports, usually one or two paragraphs, will describe accomplishments, problems, and schedule status.

· Requirements document, Design document, Test plans and Test procedures for each of the three phases of the project. The documents for the second and third phases of the project will be addendums to the Phase I documents.

· Report on SMARTS unique environment, development options, and justification of our development selection.

· Final Report and Demonstration, which includes an evaluation of our work, evaluation of the usefulness of the implementation, and suggested future enhancements.

Schedule

Date
Event
Topic

Jan 23
Meeting
Initial Proposal Briefing

Jan 30
Web Page Update
Phase I – Requirements Document Due

Feb 6
Meeting
Phase I – Analysis/Design

Feb 13
Web Page Update
Phase I – Code/Test/Evaluation

Feb 20
Meeting
Phase I – Release Due

Feb 27
Web Page Update
Phase II – Requirements Document Due

Mar 6
Meeting
Phase II – Analysis/Design

Mar 13
Web Page Update
Phase II – Code/Test/Evaluation

Mar 20
Meeting
Phase II – Release Due

Mar 27
Web Page Update
Spring Break

Apr 3
Meeting
Phase III – Requirements Document Due

Apr 10
Web Page Update
Phase III – Analysis/Design

Apr 17
Meeting
Phase III – Code/Test/Evaluation

Apr 24
Web Page Update
Phase III – Release Due

May 1
Meeting
Project Self Evaluation/Preparation

May 3
Meeting
Project Presentation
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