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2. Introduction

A content switch is a switch which routes packets based on IP addresses (Layer 3), port numbers (Layer 4) high layer (Layer 5/7) headers and content.  The idea for the content switch was introduced in a paper by George Apostolopoulos [1].  When a request comes in, first the header and content information  will be extracted and then compared against a set of content switching rules. By changing the rules, the content switch can be configured for load balancing or customization and preferred treament purpose. The content switch can be used as the front end device to distribute the load to a set of back end real servers in a server farm or cluster. It can be applied to applications such as firewall, traffic shapper, web switch, email load balancer, spam mail removal, and email virus detection and removal.

At UCCS,  there is a sponsored project called Advanced Content Switch Design, dealing with the design and implementation of efficient content switches.  The inital effort of the project was to focus on the creation of a Linux LVS [2] based content switch by Weihong Wang [3], followed by exploring ideas for improving the critical task of TCP delayed binding in content switch [4].  Both software packages  implement the content switch in the Linux kernel for efficiency reason.

Even though the content switches developed by Weihong and Chandra demonstrated the functionalities and enhanced TCP delayed binding mechanisms,  they both had reliability problem in sustaining the heavy web requests from benchmark programs such as Webbench.  Chandra commented in his thesis that part of the reasons was due to their Linux Content Switches (LCS) being implemented at the IP layer.  Even though reliable transfer mechanisms were coded, their modules simply cannot handle large volumes of data requests and resulted in loss of  packets.  Chandra recommended further work in this area by porting the LCS to the TCP layer.

For about a year, I have been working with Dr. Chow in testing different applications of the content switch.  Last Spring, I worked with Joseph Muthu in a CS622 semester project trying to implement virus detection using the LCS.  We concluded virus detection was done best a the application level, since it is easier to interface with the other filters and virus related software packages.  This past fall, I then worked with Jeff Rupp on spam mail detection in a CS522 semester project.  I would like to further this work into my master's thesis, by porting the LCS to based on the TCP layer functions of the Linux 2.4.7 kernel and further study the feasibility of using LCS to do spam mail filtration and email load balancing.

3. Thesis Plan
3.1. Overview of proposal and significant contribution

What I am proposing to the committee is an extension to Chandra Prakash's and  Weihong Wang's work by porting their content switch (LCS02) from the IP layer of the 2.2.16 linux kernel to the TCP layer of the 2.4.7 linux kernel and adding additional email filtration and load balancing features.

Dr. Shub has given the comment just porting LCS code from one kernel version to another is a trivial task.  I would like committee to see this is two parts: porting the code over to a newer version of the kernel (which the network section has been completely rewritten for the 2.4 kernel) and porting the LCS code to the TCP layer.  The port to the TCP layer will be non-trivial because there are many tools Chandra and Weihong used which are not available at the TCP level, most notably the ip_forward.  The ip_forward function takes an IP packet and forwards the packet to another machine, if it does not belong to the host.  Chandra used what he called “an enhanced IP forward” to route the packets to another machine by changing the IP addresses in the headers.  Dr. Chow has indicated that I either need to use different tools or find a way of sending packets down to the IP layer.  So the combination of these two tasks is not trivial.

Once, the content switch has been ported, two additional features will be added to the content switch.  The first is spam mail filtration; it will take a Simple Mail Transfer Protocol (SMPT) packet and check who the sender is.  If the sender is on a list, the LCS will tell the sender the user will not accept the email. (Chow: say the user does not exist seems to be strange.  Is there any reason?).  The spam mail list will be implemented using a module so the kernel does not need to be recompiled every time an update to the list is posted.  The second feature is email load balancing.

There are two aspects of Email load balancing.  The incoming Email load balancing deals with Simple Mail Transfer Protocol (SMTP) and distributes Emails to different mail server.  The outgoing Email load balancing deals with IMAP or POP protocol and distributes the mail reading requests based on the login or server load to different mail servers.  Email load balancing can be done in various ways and is an open ended problem.  This research will explore the design and implementation issues of both incoming and outgoing email load balancing.
Besides these three areas, I would also like to investigate the use of a tool called User Mode Linux (UML), which runs the kernel on the application level and allows for kernel debugging with network access,  for the development of  the two email features and the porting LCS web switch.  

3.2. Deliverables
The deliverables of this thesis include the following:

· A working Linux content switch which is  implemented in  2.4 kernel and  the TCP layer, and is capable of :

1.  Web Swtiching.  Routing HTTP requests based on URL and XML tag values.  

2.  Filter spam mail.  Stores a spam mailer in a module list.  If the sender is on a list, the kernel code sends SMTP packets telling the sender, the user does not exsist or reject the email.

3.  Incoming Email load balancing based on the receiver’s email address.
4.  Outgoing Email load balancing based on the user’s login.
·  Documentation on the design, implementation, and the performance of the above enhanced Linux content switch, with the discussion on the use of UML in the project.
4. Tasks

The timeframe is have to the proposed deliverables finished by the end of February and leave about two months for testing and filtering any additional bugs or upgrades required by the committee.  

4.1 Task done

· A working UML with network connection.
· Work with virus detection at the application level.
· Touched on the surface of spam mail filtration by filtering one email.

4.2 Task to do

· Port Chandra's work to the 2.4.7 kernel from the 2.2.16 kernel. 

· Implement an email switch mechanisms based on user emails and logins.
· Implement an email spam mail filter.

4.3 Timeline

November – Working tool called UML with DNS support

End of December – Have servers sending packets to one another through the TCP layer

January – Get a working web switch based on  TCP layer functions.
Middle February – Have the email filiation and load balance working
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