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2. Introduction

There has been a large amount of work done in the area of bandwidth analysis and two tools used to determine available bandwidth are bprobe and cprobe developed by Bob Carter and Mark Crovella of Boston University [7].  Their tools use a series of ICMP echo request messages separated by known time gaps.  The time gaps of echo reply messages gap are recorded and used to determine the bandwidth of the connection in question.  If the gap increases, then there is not enough bandwidth for the message.  The general concept is sound, but creating consistent initial gaps and messages is difficult.  The start times can vary greatly over a large number of messages.  Using a Real-Time Operating System should improve the accuracy of the tool.

The tools created by Carter and Crovella have been modified at the University of Colorado at Colorado Springs to create a new tool, known as the Available Band Width Measurement tool (ABWM).   ABWM implements a new method called variable speed probing [2] by sending a sequence of messages with decreasing time gaps, and measuring the return time gaps to estimate the available bandwidth.  A larger receiving time gap implies the available bandwidth is used up and results in additional delay.  Figure 1 shows that the receiving time gaps are bigger than that of the sending time gaps after message 4. [image: image1.jpg]Time
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Fig. 1. Variable Speed Probing and Curve Matching



The available bandwidth is equal to message size/ time gap. During the implementation of this technique, it was discovered that the sending time of the probing message can be disrupted by the reception of the return ICMP echo reply messages and by the context switching of the operation system.  The following time gap data was obtained using tcpdump on a Linux PCs running abmt probing software. The following time gap data indicates some abnormal timing patterns:

departTimeGap[0]=5097 arriveTimeGap[0]=6527

departTimeGap[1]=3799 arriveTimeGap[1]=31683

departTimeGap[2]=2991 arriveTimeGap[2]=3184

departTimeGap[3]=2481 arriveTimeGap[3]=427

departTimeGap[4]=2118 arriveTimeGap[4]=761

departTimeGap[5]=1846 arriveTimeGap[5]=1669

departTimeGap[6]=1637 arriveTimeGap[6]=1787

departTimeGap[7]=1468 arriveTimeGap[7]=1746

departTimeGap[8]=1329 arriveTimeGap[8]=91

The arriveTimeGap[1] is unusually high and may be due to context switching or congestion along the path . The arriveTimeGap[3] should not be shorter than the departTimeGap[3].   

If the timing of the probing message can be controlled, the accuracy of the tool will be improved.  Real-Time Operating Systems provide a means to improve the timing of events by decreasing the number of interrupts allowed to disrupt processing.  By adding another level of abstraction Real-Time Operating Systems are able to control interrupts or use a new priority system to handle the normal interrupt service routine.  Time critical task are handled first and normal task are set to lower priorities.  Not all real-time systems are the same.  Real-Time Systems can be divided into two types; hard and soft [6].  In a Soft real-time system, tasks are preformed as fast as possible [6].  However, in a Hard real-time system, tasks have to be preformed on time [6].
3. Project Plan

The goal of this project is to study the effectiveness of using a Real Time Operating System to improve the accuracy of network measurement.  My plan is to build a controlled environment to test a link between two nodes and determine the available bandwidth using the current ABWM tool.   I plan to improve the probing by running the tool in a hard real-time environment.  The current ABWM tool will need modifications to run within a real-time operating system and the real-time operating system chosen will determine the required modifications.  We hypothesize that running the tool in a real-time operating system will improve the performance of the ABWM tool and give a more accurate measurement of the available bandwidth.

This project will explore techniques for measuring available bandwidth and will include research into:

1. Real time operating systems
2. Network protocols

3. Bandwidth measurement

3.1 Tasks:

· Design network

· Acquire equipment needed

· Build a test environment 
· Test link between network using current ABWM tool
· Record results

· Analyze data to determine areas of improvement 
· Research and choose Real-Time Operating System

· Load Real-Time Operating System

· Modify ABWM tool to use Real-Time Operating System 
· Test link between network using modified ABWM tool

· Record results

· Analyze data to determine if modifications are helpful

· Expand testing outside of the test environment

3.1.1 Already Complete 

· Design network

· Acquire equipment needed

· Build a test environment 

· Test link between network using current ABWM tool

· Record results

· Analyze data to determine areas of improvement 

· Research and choose Real-Time Operating System

· RTLinux was chosen

· Load Real-Time Operating System

· Currently loaded on one of the nodes (viva.uccs.edu)

· RTLinux examples have been ran successfully

3.1.2 In Progress - should finish in Fall 01
· Modify ABWM tool to use Real-Time Operating System 
· Test link between network using modified ABWM tool

· Record and present results

· Analyze data to determine if modifications improved results
· Expand testing outside of the test environment
3.2 Deliverables:

· ABWM tool that runs in a Real-Time Operating system
· Project report
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