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2. Introduction

Wireless sensor networked are emerging as both an important new tier in the IT ecosystem and a rich domain of active research involving hardware and system design, networking, distributed algorithms, programming models, data management, security, and social factors [3]. They are beginning to realize the vision of an embedded Internet, in which networks of interconnected computing devices deeply, embedded into the physical environment transform whole fields of science, engineering, and manufacturing by providing detailed instrumentation of many points over large spaces, both natural and artificial.

Sensor networks provide a new kind of instrument-call it a macroscope- that enables us to observe and interact with physical phenomena in real time at a fidelity that was previously unobtainable. Such pervasive instrumentation will be of great value in a range of applications, including understanding ecosystem dynamics, setting land-use policy, protecting property, efficiently operating and managing machinery and vehicles, establishing perimeter and building security, protecting packages and containers, monitoring supply chain management, and helping deliver health care. Sensor networks readily extend to monitoring interactions among many objects within these domains, ensuring asset management, ubiquitous computing environments, and emergency response. Moreover, they help feed information into autonomous distributed control actions in, say, building temperature control and precision agriculture systems.

To fully realize the vision of the embedded Internet, the related devices must be small, unobtrusive, and expendable, and the network of potentially thousands of nodes must be cost-effective to develop, deploy, program, utilize, and maintain. Thus, sensor networks present significant systems challenges involving the use of large numbers of resource-constrained nodes operating essentially unattended and exposed to the elements and to the potential for malicious attack for years at a time while dealing with the noise, uncertainty, and asynchrony of the real world. They need to be largely self-organizing, self-regulating, and self-repairing, programmable in place, and easily utilized as an ensemble.

Over the past few years, various platforms, including the Berkeley wireless Mica mote, have been developed to allow researchers to address these challenges in concrete, not just conceptual, terms. 

The underlying hardware technology for wireless sensor networks, consisting of perhaps thousands of integrated devices, with built-in processing, storage, and sensors with RF transceiver, energy storage, and antenna, is evolving quickly and gaining a signature style of design. That design involves much energy constrained, resource-limited devices operating in concert as a result of application requirements demanding long-term operation, up-close monitoring and constraints on size and available power. This new class of computer system and the range of design points it comprises, including specks of a few square millimeters of silicon, commodity microcontroller-based devices about the size of a coin, and more-powerful microprocessor-based embedded nodes. They also represent a road map of future developments, including deep integration and specialized accelerators to reduce power, extrapolating from several current devices, including the Berkeley motes, the Intel iMote, the Stargate Xscale-based server, and tiny integrated devices, along with such technology trends as improved radios and emerging standards.[ Wireless Sensor Networks by  Cueller, Hong CACM June 2004]

2.1 Network Architecture

Several real-world deployments of habitat monitoring applications in the US have guided our development of flexible, multilevel network architecture [4]. The following figure shows the main components of a typical habitat-monitoring application.
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The samples originate at the sensor nodes, which typically involve heterogeneous sensing capability, processing power, and storage. They are typically deployed in dense patches, where each patch corresponds to a particular slice of the habitat of interest; individual patches are often widely separated. The data from the various patches flows through the transit network to an on-site data center. In addition to storing the data from the sensor network, the data center also stores the information from the verification network.

Sensor nodes are small (only a few inches around) battery-powered devices installed in the areas of interest. A typical micronode is built around a low-power micro-controller running at a few MIPS with a few kilobytes of RAM. The sensing elements take the form of a probe connected to a general-purpose signal acquisition board or are integrated into the packaging with micro-controller and wireless transmitter. Certain applications require macro sensors with additional computing power and storage. A typical macro sensor offers at least 10 times the capability-in terms of memory, processing, and communication bandwidth- of a micronode. 

A patch may contain several different sensor types. All nodes in a patch form a routing tree that is used to disseminate control information and collect and process biological data. The routing tree is rooted at the gateway node, which provides access to the transit network.

The data produced by the sensor network gains scientific validity through a process of verification and 

corroboration. The sheer scale of a sensor network precludes frequent in-the field manual calibration, so 

any such application demands a systematic approach. While certain properties of the data can be checked through software services internal to the sensor patch, the data needs to be compared to independent calibrated instruments. 

A verification network is the application component responsible for collecting these independent readings. It often consists of fewer but more-established sensing devices. It needs to provide the data quickly, so scientists, as well as network administrators, can adjust the function (such as detection thresholds and sampling rates) of the sensor patch, eliminate faulty sensors, and perform maintenance.

The verification network also needs to exhibit failure modes independent of the sensor patch, a property often achieved automatically, as networks employ different sensing and networking technologies. Examples of verification networks include deployments of traditional weather stations to corroborate microclimate measurements and cameras to confirm or invalidate animal-detection algorithms.

The routing service in habitat monitoring networks delivers the queries to the sensor nodes and reports the data of interest; that data is either streamlined (such as humidity sampled every five minutes) or triggered (such as when an animal enters the area of interest).[Habitat Monitoring with sensor networks Hamilton, Estrin CACM June 2004]

2.3 Platforms enabling WSN

Traditional network abstractions are generally not suitable for wireless sensor networks. Unlike traditional operating systems, operating systems for wireless sensor networks must tightly integrate wireless connectivity [5]. For example, in TinyOS, a specialized component model exploits advanced compiler technology to simultaneously provide efficiency and reliability. These same concepts are now being incorporated into more traditional operating systems in gateway-class and high-bandwidth nodes.

We can outline the four main platform classes that have emerged in recent years in wireless sensor networks; devices from multiple platform classes often work together in real-world application deployments. The architectural similarities of sensor network devices are reviewed by exploring the core differences among classes, and consider the recent progression of sensor-network hardware, extrapolating future capabilities in future devices.

Initial deployment experience has shown that sensor network systems require a hierarchy of nodes starting at low-level sensors and continuing up through high-level data aggregation, analysis, and storage nodes. This tiered architecture is common in virtually all sensor networks as below.

Web interfaces, databases
The internet, A few gateway nodes

Cameras, microphones
Dozens of high-bandwidth sensors

Door, window, motion sensors
Hundreds of generic sensor nodes

Asset tags
Thousands of special- purpose sensors

The Berkeley Motes are a notable example of a general-sensing-class device, used today by more than 100 research organizations. The Mica2 is the most recently developed commercially available version, constructed from off-the-shelf components to provide the greatest possible flexibility. It includes a large interface connector allowing its attachment to an array of sensors. By providing a large number of I/O pins and expansion options, the Mica2 is a perfect sensor node option for any application where size and cost are not absolutely critical. The Mica2 is capable of receiving messages from Spec nodes attached to high-value assets, including personal computers and laptops, at risk of being stolen.

  For special-purpose and generic-sensor-class devices, a special operating system called TinyOS is designed to run on platforms with limited CPU power and memory space.[The platforms enabling wireless sensor networks by Hill CACM June 2004]

3.  Wireless Sensor Network Development Environment

3.1 Berkeley Motes   

This development environment is built on the Mica2 wireless sensor platform.  The motes are devices that incorporate communications, processing, sensors, and batteries into a small package. An Atmell microcontroller with sensors and a communication unit ( RF transceiver, laser module, or a corner cube reflector, temperature, light, humidity, pressure, 3 axis magnetometers, 3 axis accelerometers)

A Toshiba Satellite P25-S507 was setup in EAS 172 with TinyOS 1.1.0. 

3.2 TOSSIM simulator for TinyOS and TINYVIZ
Scalable and accurate simulation is always an important factor for advancing systems research. [Trevor Young, February 25, 2004].  While there are many different 'generic' network simulators available, many of these do not adequately address the unique properties and characteristics found in a sensor network. TOSSIM exploits the sensor network domain and the design of the TinyOS operating system to capture network behavior at a high fidelity. Using a probabilistic bit-error model for the network, TOSSIM has proven to scale to thousands of nodes. 

[Trevor Young, February 25, 2004]. 

TinyViz is a graphical interface to TOSSIM (TOSSIM is a simulator for TinyOS wireless sensor networks) that includes several plugins for interacting and analyzing the state of the nodes during application execution. TinyOS is a programming framework for embedded systems and set of components that enable building an application- specific OS into each application. 

3.3 Radio Signal Obstruction Plug-in for TinyViz

Jeff Rupp’s project was to modify the TinyViz graphical simulator for motes within TinyOS to allow the incorporation of obstructions to the radio signal. He used the Radio Model plug-in written by Nelson Lee. The obstructions are specified in a file, providing coordinates in mote space, which matches the coordinates used by TinyViz to save the mote layout. Also specified in the file is the amount of attenuation, in decibels, that each obstruction induces to the radio signal. This plug-in allows a more realistic simulation of an environment, permitting researchers to accurately position their motes to ensure signal propagation[1].

3.3.1 Low Power Radio Transmission through obstructions

Low power radio signals are generally blocked by any sort of solid obstruction[1]. To allow for varying degrees of signal loss, Jeff used a scale of 0-60 dB to represent no signal loss to 100% signal loss. This allowed him to study the layout of buildings to determine where to best position motes to achieve complete connectivity. Instead of a simple straight path, a third mote was added to get the signal through[1].

3.3.2 Plug-in

The plug-in itself is a modification of the Radio Model plug-in created by Nelson Lee[1]. This existing plug-in already had the concept of a potentially lossy radio signal, and the ability to represent the connectivity between motes. Jeff added the ability to show obstacles, and incorporate their attenuation to the signal path between motes.

Different types of walls will have different levels of attenuation. It is likely that any wall will present more attenuation than the common mote can transmit through, but the provided scale where 60dB equates to complete signal loss will allow for sufficient flexibility to permit some signal transmission if desired. If we want the walls to be completely opaque to the motes, then we set the attenuations to atleast 60 dB[1].

4. Proposed Project (Objective) 

        Develop a simulator with an efficient algorithm for studying the tracking of the wireless badges worn by the first responders using wireless sensor networks. We will use TOSSIM/TINYVIZ simulation packages and extend Jeff Rupp's work to deal with multiple-floor situations. 

5. Project Plan
· Network Topology with 3-D Multi floor plan

A simple network with 5 rooms in each floor and a sensor in each room. Note that sensors on different floors can detect signals, although weaker.  Let us assume one sink node at the end of main entrance, say, first floor. 
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· Basic Algorithm

We assume the first responders will have a wireless badge on them that periodically transmits an infrared message containing a globally unique code (a badge identifier). We consider how to deploy wireless sensors in the building or rooms through simulation study. The simulator will display the locations of first responders over the floor maps, based on the received signal strength by the pre-deployed sensors. 

· GUI

All the obstruction definitions will be in a single file. I will define them in three dimensions instead of two, hence I will have planes instead of lines for the walls, floor/ceiling.  Sadly Sun does not appear to have an equivalent 3D to the 2D that Jeff used with the line2D for determining intersections.  Also TinyOS does not use 3D for its positioning, and gives only the 2D location.  I suppose you could set some sort of range to know what floor a mote is on and assume it to be at a certain vertical position all the time.  The best implementation of this problem would be to truly model everything in 3D, so those motes could have the potential of communicating through the floor/ceiling if it were permeable.
 

      I will model in the obstruction/signal propagation/sensor locations (tracking or being tracked) in 3D but    

     the tracking result will be displayed in 2D with each floor in one 2D diagram. 
6. Performance

Using collected data, the system can infer where users or pieces of equipment are currently located. 

The metrics  used to determine performance include 

1. The distance difference between the estimated position and actual position. 

2. The time it takes for the sensor location to be decided. Depending on the type of algorithms, it includes the period from the sensors receives the radio signal to the time the system decides the estimated location. For distributed algorithms, it includes the time for the results to propagate to the sink node. If the sink node is the only device to compute the location, then the time will include the messages transmission time from sensors to the sink node plus the time for the sink node to compute the estimated location. Note that the time will get longer when there are more sensors to track.

7. Deliverables

· Master project report documents the design and implementation of wireless sensor tracking algorithms and their performance.

· A working TinyViz Simulator that implements some efficient tracking algorithms in 3D dimension with multifloor plans as input.
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