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2.
Introduction

The DDOS Threat to the Internet

Distributed denial of service (DDOS) attacks pose a serious threat to online commerce and the overall availability of servers on the Internet.  A DDOS attack is a packet flood from thousands of computers across the Internet toward one server with the intent of overwhelming its bandwidth and shutting it down to legitimate users.  These attack computers, which were secretly broken into with a DDOS tool, are remotely controlled by the intruder.  At the intruder's signal, all compromised "agent" systems simultaneously send a flood of packets to the victim [1].  The results can be devastating.  In early February 2000 DDOS attacks crippled the services of some popular websites, including Yahoo, Amazon.com, eBay, Buy.com and CNN [2].  Estimates put Yahoo's losses of e-commerce and advertising revenue from the attacks at about $500,000; Amazon.com's loss was around $600,000 [3].  The total amount of revenue lost by online companies from these and other less spectacular denial of service attacks in 2000 exceeded $1.7 billion [3].  


More recent attacks have targeted critical Internet systems that, if shut down, would severely limit the ability of computers worldwide to communicate with each other.  In October 2002 the 13 root Domain Name System (DNS) servers that form the Internet's "backbone" were attacked [4].  Although  the attack failed, information concerning the amount of data that would be required for a successful attack was broadcast by the media, giving malicious hackers valuable knowledge for launching future attacks [5].

Attack Factors

Successful DDOS attacks generally depend on a few crucial factors:

· The attacker can remotely install the DDOS tool on thousands of unsecured machines

· Networks that harbor these compromised systems do not check to see that outgoing packets have valid source IP addresses (egress filtering)

· Intermediate networks that will be used to reflect attack traffic toward a victim have not disabled ICMP echo requests directed at the broadcast IP address

· Victim sites have no plan to effectively respond to an attack [6]

Strengthening any one of the problem spots outlined above would sharply reduce the DDOS threat.  However, enhancing machine security, employing egress filtering, and discarding all incoming packets destined for the broadcast address are steps that need to be taken by the Internet community as a whole in order to realize some measure of success.  Eradicating DDOS attacks with everybody chipping in is, unfortunately, not likely.  What is really needed is new technology or additional functionality to current technology that will mitigate such attacks or prevent them altogether, and maybe even catch the perpetrators.


Much recent research in DDOS has taken place in the following areas: preventing DDOS attacks through packet filtering [7] [8]; Intrusion tracking-- tracing DDOS attacks back to their origin [3] [9] [10]; foiling attacks aimed at the TCP protocol [11] [12]; limiting the rate of attack-packet flow at upstream routers [13] [14]; and improving capabilities in detecting DDOS attacks [15] [16].  


A new area of research, intrusion tolerance, explores techniques for allowing clients to maintain or create connections to the victim site while a DDOS attack is in progress.  One such approach, called secure collective defense, allows clients to communicate with the attacked site via indirect routes through a set of proxy servers and designated alternate gateways [17].  Further attacks through the indirect routes can be blocked at the proxy servers since the IP addresses of the alternate gateways are not shared with the client or client side DNS. 


As part of this new secure collective defense effort, my thesis focuses on adding new capabilities to DNS software.  This involves, as will be described below, informing clients of these alternate routes through their DNS servers, which store the victim's DNS server name, DNS server IP address, and a list of proxy server IP addresses in a zone file for the victim's domain.  When a client queries its own DNS server for an address of a hostname on the victim's network, the client DNS server will send the query through an IP tunnel to the victim's DNS server.  The answer will consist of the victim's IP address as well as a list of proxy server addresses.  The client can then communicate with the victim through one of these proxy servers.  The resulting enhancement can help improve the victim's bandwidth by aggregating multiple indirect routes in various Internet applications.

3.
Thesis Plan

The Berkeley Internet Name Domain (BIND) DNS software, written and maintained by the Internet Software Consortium, is used by almost all DNS servers on the Internet and serves as the Internet yellow pages.  I propose implementing a new secure DNS command, nsreroute, that would allow the victim of a DDOS attack to reroute legitimate clients through proxy servers, which would then forward this traffic to the victim site at a secret IP address.  Meanwhile, intrusion detection systems (IDS) would block all attack traffic destined for the old IP address.  This way friendly traffic can still get through to the victim's server even during a DDOS attack.  The nsreroute command requires both client and server to authenticate each other, ensuring the command is carried out securely. We will evaluate the performance of the nsreroute by analyzing the time for the secure DNS update to take place and the throughput of the secure DNS query over the indirect route.  The following are the detailed designs of the nsreoute system.


When the IDS of the victim site detects a DDOS attack, it alerts a server called a secure collective internet defense coordinator (or SCID-coordinator) through a backdoor channel.  The SCID-coordinator runs nsreroute, which (from the command line) has the form

nsreroute -v infile

where the option '-v' requires a TCP connection be made to the destination machine, and 'infile' is an input file which contains a list of DNS servers of authority (SOA) of clients, the victim's DNS SOA, two IP addresses of the victim's DNS server, and a list of proxy server IP addresses (currently up to 10).  Thus, infile contains

reroute <client1 DNS SOA> <victim DNS SOA> <victim DNS SOA IP address1> <victim DNS SOA IP address2> <proxy server IP address1> <proxy server IP address2> ...

reroute <client2 DNS SOA> <victim DNS SOA> <victim DNS SOA IP address1> <victim DNS SOA IP address2> <proxy server IP address1> <proxy server IP address2> ...

.

.

.

reroute <clientN DNS SOA> <victim DNS SOA> <victim DNS SOA IP address1> <victim DNS SOA IP address2> <proxy server IP address1> <proxy server IP address2> ...

For each line in this N-line-long file, nsreroute sends the fourtuple {victim DNS server hostname, victim DNS IP address 1, victim DNS IP address 2, proxy server IP address list} to the DNS server listed.


When each DNS server receives this message, it engages in two-way authentication with the victim's SCID-coordinator.  This involves using a secure socket layer (SSL) and public key cryptography for client and server to verify each other's identity.  SSL requires a persistent connection using TCP, which is why TCP is used here.


After successful authentication, the DNS SOA processes the nsreroute message, which causes the server to

1. 
Append a new zone statement to the named configuration file, /etc/named.conf, with the name of a new zone file for the victim domain name.  This zone file is called 'db.<victim domain name>'.

2. 
Write this zone file to the directory where the DNS server keeps its zone files (usually /var/named).  It will contain the mappings between victim DNS server and two IP addresses, and mappings between victim DNS server and all proxy server IP addresses contained in the DNS message.  The proxy IP addresses will be designated by the new type, 'ALT' (for alternate).

3. 
Reload all zone files into memory.

4. 
Create an IP tunnel to the victim DNS server.

For all queries for a hostname in the victim's domain, the client DNS SOA forwards the query through the IP tunnel to the victim's DNS SOA, which answers with IP addresses and new proxy ALT-type addresses.  The client DNS SOA sends this response back to the client application.

3.1
Tasks

3.1.1
Already Complete – accomplished during fall 2002 to present

· Learn the fundamentals of BIND DNS software [18].

· Learn the fundamentals of the OpenSSL toolkit [19].

· Download the newest version of BIND (BIND9 - v. 9.2.2) from www.isc.org and set up on my computer.  Configure my system as the server of authority for an Internet domain (artistslife.com).

· Use the GNU GDB debugger to trace nsupdate, a BIND9 client program that allows an authorized updater to remotely add or delete resource records of previously existing zones on a specified DNS server.  nsreroute will be derived from nsupdate.

· Use GDB to understand execution flow of the BIND9 named server daemon.

· Create nsreroute, using nsupdate as a template.

· Add functionality to the named server to process the new nsreroute command.

· Add the new 'ALT' type to the BIND9 software.

· Enhance BIND9 so that the 'dig' query program will be able to retrieve type ALT addresses.

· Configure gandalf.csnet.uccs.edu as a testbed for secure DNS (SDNS) by installing enhanced BIND9 software onto gandalf and setting it up as the SOA for the csnet.uccs.edu domain.

3.1.2
In Progress – should finish in early fall 2003

· Implement IP tunnel in BIND9 from client DNS server to victim DNS server.

· Change behavior of BIND9 server to route queries for victim hosts directly to victim DNS server through IP tunnel, instead of going through root DNS servers or other DNS servers listed in /etc/resolv.conf.

· Create the routine ns_reroute() that will do the same thing as the user command nsreroute.

· Make nsreroute more robust in handling erroneous input.

· Implement SSL for nsreroute in client and server code using OpenSSL.

· Test nsreroute on gandalf.csnet.uccs.edu.

· Collect performance data and analyze the results.

3.1.3
Future – complete during fall 2003

· Write thesis.

· Graduate.

3.2
Deliverables

· Enhanced BIND9 software package that includes implementation of secure nsreroute command in both client and server side code.

· A README file describing the correct usage of nsupdate and the expected execution results.

· The thesis report that documents the design and implementation of secure nsreroute for client and server, as well as lessons learned in this thesis project.

4.
References

[1]
David Dittrich, "The 'stacheldraht' distributed denial of service attack tool," Univ-


ersity of Washington, Dec. 31, 1999.

[2]
Martyn Williams, "eBay, Amazon, Buy.com hit by attacks," IDG News Service,


Feb. 10, 2000.

[3]
David Durham, Priya Govindarajan, Dylan Larson, Priya Rajagopal, Ravi Sahita,


"Elimination of Distributed Denial of Service Attacks using Programmable Net-


work Processors," Version 1.0, Intel Corporation, June 2002.

[4]
Brian Krebs, "Root-Server Attack Traced to South Korea, U.S.,"


washingtonpost.com, Oct. 31, 2002.

[5]
Brian Krebs and David McGuire, "Attacks Exposed Internet's Vulnerabilities,"


washingtonpost.com, Oct. 31, 2002.

[6]
Rich Pethia, Alan Paller, Gene Spafford, "Consensus Roadmap for Defeating


Distributed Denial of Service Attacks," SANS Institute, Feb. 23, 2000.

[7]
Kihong Park and Heejo Lee, "On the Effectiveness of Route-Based Packet Filter-


ing for Distributed DoS Attack Prevention in Power-Law Internets," Department


of Computer Sciences, Purdue University, 2001.

[8]
Frank Kargl, Joern Maier, Michael Weber, "Protecting Web Servers from


Distributed Denial of Service Attacks," Department of Multimedia Computing,


University of Ulm, Germany, 2001.

[9]
Cisco, "IP Source Tracker," Cisco IOS Release 12.0(21)S, 12.0(22)S.

[10]
Drew Dean, Matt Franklin, Adam Stubblefield, "An Algebraic Approach to IP


Traceback," In Proceedings of the 2001 Network and Distributed System Security


Symposium, Feb. 2001.

[11]
Christoph Schuba, Ivan Krsul, Markus Kuhn, Eugene Spafford, Aurobindo


Sundaram, Diego Zamboni, "Analysis of a Denial of Service Attack on TCP,"


Department of Computer Sciences, Purdue University.

[12]
Noureldien Noureldien, Izzeldin Osman, "A Method for Defeating DoS/DDoS


TCP SYN Flooding Attack: The SYNDEF," In Proceedings of the 14th Annual


FIRST Computer Security Incident Handling Conference, Hawaii, June 2002.

[13]
Ratul Mahajan, Steven Bellovin, Sally Floyd, John Ioannidis, Vern Paxson,


Scott Shenker, "Controlling High Bandwidth Aggregates in the Network," In


ACM SIGCOMM Computer Communications Review, Vol. 32, No. 3, July 2002.

[14]
David Yau, Feng Liang, John Lui, "On Defending Against Distributed Denial-of-


Service Attacks with Server-centric Router Throttles," CERIAS, Department of


Computer Sciences, Purdue University & Chinese University of Hong Kong,


May 2001.

[15]
Ahsan Habib, Sonia Fahmy, Srinivas Avasarala, Venkatesh Prabhakar, Bharat


Bhargava, "On Detecting Service Violations and Bandwidth Theft in QoS Net-


work Domains," CERIAS, Department of Computer Sciences, Purdue University.

[16]
Rajeev Gopalakrishna, Eugene Spafford, "A Framework for Distributed Intrusion


Detection using Interest Driven Cooperating Agents," CERIAS, Department of


Computer Sciences, Purdue University.

[17]     C. Edward Chow, “Secure Collective Defense,” in

            http://cs.uccs.edu/~chow/research/security/uccsSecurityResearch3.ppt.

[18]
Paul Albitz and Cricket Liu, "DNS and BIND," 4th Edition, O'Reilly & Assoc-


iates, Inc., April 2001.

[19]
John Viega, Matt Messier, Pravir Chandra, "Network Security with OpenSSL,"


O'Reilly & Associates, Inc., June 2002.

