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2 Introduction 

Background Information 

Since early 2000 when a number of high profile sites such as eBay and Yahoo.com were halted by Distributed Denial of Service (DDoS) attacks, the initial furor has subsided but the continual threat has ascended. The prevalence of DDoS attacks was verified by a recent study conducted by the University of California, San Diego, that detected approximately 12,805 DoS attacks against more than 5,000 targets during a three-week period in mid-2001 [
]. Even CERT, the authority that warns Internet users about security threats, falls victim to DDoS in May 2001 [
]. 

General DDoS Research

In general, DDoS research can be roughly categorized into three areas: Source Identification (Prevention), Attack Detection, and Intrusion Tolerance (Response).  Source Identification focuses on identifying the source of the attackers. The best known work in this category includes ITRACE [
, 
, 
], DECIDUOUS [
], Ingress and Engress Filtering [
, 
]. 

The second area of research involves detection of attack incidents. The techniques employed mainly entail monitoring of network links and identifying patterns in the arrival and departure traffic [
, 
]. 

Intrusion Tolerance research accepts the fact that it is impossible to prevent or stop DDoS completely. Research in this category focuses on minimizing attack impact and maximizing Quality of Service (QoS) during attacks [
, 
, 
]. Intrusion Tolerance solution represents the dominant solution for addressing DDoS attacks in industry and is the focus of this thesis proposal.

3 Existing Intrusion Tolerant Architectures

Various testbeds or architectures were proposed that demonstrate intrusion tolerant during attacks. Some representative researches in this area are:

“A Testbed for Study of Distributed Denial of Service Attacks” [
]

 “ Implementing Pushback: Router-Based Defense Against DDoS Attacks” [
]

 “Protecting Web Servers from Distributed Denial of Service Attacks” [
]

 “The XenoService – A Distributed Defeat for Distributed Denial of Service [
]

 “Autonomic Response to Distributed Denial of Service Attacks” [
]

There are three main shortcomings of the existing research. First, rate-limiting is a common technology implemented but the technique often results in dropped packets from legitimate clients as well as malicious agents. The quality of service experienced by legitimate clients is negatively impacted in systems where the IDSes tend to produce a high frequency of false positives.

Second, many current solutions require expensive infrastructure investment, extensive cooperation of different entities, or the adoption of a new protocol. The XenoService [17] proposed an infrastructure of a distributed network of web hosts that respond to an attack on any one web site by replicating it rapidly and widely, thereby allowing the attacked site to acquire more network connectivity to absorb a packet flood. In order to achieve dynamic replication, the Xeno infrastructure  requires ISPs worldwide to install Xenoservers which run on top of Nemesis, an operating system designed to support QoS. These ISPs then offer web hosting service at a premium price. During an attack, the web site is then replicated to other Xenoservers among the ISPs. While such infrastructure can ensure QoS during DDoS attacks, it is doubtful that a large number of ISPs worldwide to adopt such infrastructure quickly. Small and medium size businesses may not be willing to subscribe such expensive services.

The pushback architecture are promising mitigation techniques whereby routers instruct their upstream routers to rate limit during attacks [15]. While it is beneficial for a particular network to implement pushback within it’s own network boundary, the pushback techniques real value can only realized when ISPs worldwide make agreements on how to honor pushback requests. 

Other research related to autonomous response to DDoS requires the development of special protocol such as the Intruder Detection and Isolation Protocol (IDIP) [18] for communications among network devices. Protocols such as IDIP are gaining acceptance but there is currently no standard in such protocol development.  

Based on the UCSD research, a predominant number of DDoSes are targeted towards home networks and a significant portion to smaller and medium-sized businesses [1]. These home and medium-sized businesses may not have the resources, knowledge base, and support to implement the recommended architectures described above. 

Finally, an autonomic response requires the integration of numerous DDoS response techniques. Techniques such as class-based queuing [16] was shown to be a viable solution to DDoS. To design an autonomous response network, other techniques need to be evaluated, modified and integrated. 

Therefore, the current thesis aims to design an Autonomous Anti-DDoS (A2D2) network by integrating and improving existing methodologies that can be easily afforded and implemented by small and medium-sized network. 

4 Proposed A2D2 Design and Improvements

The current thesis investigates an autonomous anti-DDoS network design that utilizes existing and affordable tools and technologies. The goal of the design is to combine various existing technologies and make necessary improvements so that DDoS mitigation similar to other elaborate expensive architectures can be achieved, using common methodologies. Certain software engineering approaches will be selected to aid in the implementation of the A2D2 solution. 

The design of the A2D2 network will be sub-divided into four main areas: 

1. Detection

Although this thesis does not focus on intrusion detection techniques, detection of DDoS attack is the basis that triggers the autonomous response system. The most widely-used and supported, open-source, free IDS tool, SNORT is selected to be the intrusion detection system 
. As with many popular IDS, detection in SNORT is based on pattern matching of specific strings identified in attack packets. Many of these rules are based on the DDoS tools analysis conducted by David Dittrich of the University of Washington [
]. The disadvantage of using pattern or signature matching detection in DDoS attack is that the signature can easily be changed as the attack tool evolves. 

There is currently no generic detection logic for bandwidth consumption attack with SNORT. Consultation with the SNORT core development team has indicated that a generic flood detection patch will be a valuable feature to SNORT. Unlike pattern or signature matching, a flood detection patch needs to be designed as a modular plugin (preprocessor). The preprocessors plugins can extend SNORT functionality to perform more complex detections like TCP stream reassembly, manipulate packet data, statistics gathering or threshold monitoring. This thesis proposed to design a “flood” plugin that is based on the “x over y” logic, i.e. if x packets come within y period of time from the same source to our subnet, an alarm will be raised. The design will provide a flexible configuration compatible with existing SNORT design to allow administrator/user to set an incoming packet rate (‘x’) reflective of his/her network normal traffic. 

2. Autonomic Mitigation

The autonomic anti –DDoS response will be achieved integrating three existing or improved techniques.

· Class-based routing (CBQ) to ensure Quality of Service (QoS)

· The technique proposed by “Protecting Web Servers from Distributed Denial of Service Attacks” [16] will be implemented and combined with other techniques described below.

· Multi-level Rate-Limiting to alleviate attacks

· Current Linux implementation of rate-limiting mainly uses “iptables” to either accept or reject certain packets. This leads to significant loss of packets due to false positives. The proposed design will address this issue by identifying and channeling suspicious packets to different levels of rate limiting rather than a straight deny-accept approach. 

· An interface to integrate methodologies to achieve autonomic response

· Current autonomous anti-DDoS research lacks a design integrating free, open source tools such as SNORT and other firewall technologies such as iptables and CBQ. The current thesis will design an interface that enables the autonomic communications between intrusion detection system and the intrusion mitigation system. 

3. Software Engineering Principle analysis 

Appropriate software engineering principles will be selected to guide the design and development of the A2D2 network.

4. Testing and Evaluation

At present, there is no common test matrix and parameters used in DDoS research to determine the validity and effectiveness of the mitigation methods. Results of mitigations are often shown in simple bar-graphs [16, 18] or are simply stated as “it was no surprised that the systems worked…there was no noticeable system performance degradation.” [15]. The proposed A2D2 design implementation will attempt to identify a set of testing criteria and parameters used to evaluate the effectiveness of a DDoS mitigation technique. 

5 Thesis Plan & Schedule

1. Requirement Analysis (February 1, 2002 – June 30 2002)

· Identify and understand the problem domain

· Identify the problem

· Evaluate possible prototypes 

· Define requirements

· Present proposal and obtain official approval

2. Planning (May 25, 2002 – July 12, 2002)

· Identify and obtain resources needed

· Define thesis plan and schedule

3. Design (May 25, 2002 – July 12, 2002)

· Design initial test-bed prototype and evaluate design effectiveness

· Refine and finalize test-bed design

· Refine A2D2 response system design

4. Implementation & Testing (May 30, 2002 – August 30, 2002)

· Create initial prototype

· Identify testing techniques before attack network is created.

· Create attack network

· Refine and create response network

· Refine autonomous response 

5. Project Closure (August 25, 2002 –September 25, 2002)

· Present final data and obtain approval. 

· Create all necessary documentation

· Thesis defense

6 Deliverables

1. The network test-bed, including an attack network and a response network that resemble real-life scenario.
2. The A2D2 response network that implements the various techniques/improvement as mentioned in Section 4 of this proposal. The A2D2 network shall demonstrate intrusion tolerance and Quality of Service during bandwidth consumption attack.
3. A thesis report documenting the A2D2 design and the results of implementing the A2D2 design during bandwidth consumption attacks.
4. An analysis report describing the software engineering principles selected and how the selected techniques are applied in the A2D2 implementation.  
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