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Introduction





This report documents the survey results on Internet network measurement techniques. Thanks go to Mr. Takeshi Aoki for pointing the important work of Vern Paxon [Paxon97]. The literature search also discovered the important recent work done by Zongming Fei, Samrat Bhattacharjee, Ellen W. Zegura, Mostafa H. Ammar , on “A Novel Server Selection Technique for Improving the Response Time of a Replicated Service,” which combines the server push of load status information and the client probes of fixed size document at server as metric collection techniques, and uses the application layer anycast architecture to provide the name mapping for a best server [Fei97].





Network measurement is critical and the basis for meaningful network control in the Internet.  The information to be measured, such as, the reachability, the hop count, the packet  delay, the bottleneck bandwidth, the available bandwidth, and packet loss among machines in the Internet can improve the network performance by guiding the selection of replicate servers, distributing the client requests, locating nearby caches, and deciding good locations for hosting caches.  The measured information can be used to diagnose the network problems, or to verify the network configuration. It can also  be used for network planning by identifying the hot spot or congested links. 





Even though some of these information data are available through SNMP or similar network management systems on the nodes with network management agent running, they are typically involved significant effort from the network manager in configuring these tools.  The data also subjects to human errors and may be inconsistent with existing network configuration as it was highlighted by one real example mentioned in my 10/20 presentation.  Their access requires the community name which served as a password. Many network managers consider their access as security holes.


Internet Network Measurement Techniques


In this section we first use the classification to identify existing and potential approaches for Internet network measurements and then point out the problems need to be addressed by these measurement techniques. 


Taxonomy of Internet Network Measurement Techniques


The Internet network measurement techniques can be classified according to the following properties:





Sender-based vs. Receiver-based.  Sender-based measurement techniques typically rely on the receiver to reply or echo the sender’s packets.  The reply or echo mechanism is provided by the standard IP protocol processing and does not involve special instrumentation or access on the receiving site. Such access can be difficult to obtain for administration and security reason.  It takes one round trip time to get one measurement.  The measurement traffic involves two Internet paths. One from the sender to the receiver. The other from the receiver to the sender. It is difficult to analyze the contribution factor from each directional path, since the  receiver does not put the receiving timestamp in the reply packet. Receiver-based measurement techniques measure the uni-directional path from the sender to the receiver and typically require the cooperation between the sender and the receiver. It allows the full separation of effects due to the forward path, reverse path, and the processing delay at the sender and the receiver. Therefore it is considered to be more accurate. Ping [Muus83], traceroute [Jaco88], Treno[Mathis96], Bprobe/Cprobe [Carter96] fall in the sender-based category. Paxon’s NPD [Paxon97] and work done by Claffy et al in [Claffy93a] fall in the receiver-based category.





Packet Pair vs. Packet Bunch.  The bottleneck bandwidth estimation technique used in previous work is based on “Packet Pair” [Keshav91, Bolt93, Carter96]. The Packet Bunch techniques refers to sending k >= 2 back-to-back packets. It copes with poor clock resolution and extends the measurement range  to  high speed networks.  See the discussion below. The notion appears in [Brakmo95] where TCP-vega attempts to estimate available bandwidth using a four-packet version of packet pair. In [Hoe96] timing of three consecutive acks is used. Vern Paxon proposed the idea of Packet Bunch mode where the packets in the packet trace are analyzed in groups and  multiple bottleneck bandwidth solutions are explored.   





Point-to-point vs. Multipoint. Point-to-point measurement  involves only two end points at a time and uses traditional unicast packets. Multipoint  measurement involves multiple end points.  One sender can send a multicast packets to multiple receivers. Multiple sensors can send concast packets to be collected by a monitor.  In complex multipoint situation, multiple geographically separated servers can send measurement packets to many clients. Most measurement techniques use point-to-point measurement traffic. For saving bandwidth and for reducing interference traffic during measurement, multipoint measurement techniques based on the cooperation from multiple senders and receiver are new areas worth exploring.





Passive Watch vs. Active Probe. Measurement environment can be set up where machines passively observe the traffic  in the local network segment. These can be  routers with facility such as the rmon that measures the passing traffic, or machines with intelligent packet filter. The machine running the packet filter may not be the end host which receives the actual messages. When they are separate machines, the passive-monitoring packet filter often can yield more accurate timing estimate, since it is not busy processing the messages. Passive watch do not generate unnecessary traffic but may not be suitable for network that may have long idle period.  Active probe involves with machines that send probing traffic which may stress the network that may be already overloaded. Fujitsu’s SmartScatter, the RIPwatch and ARPwatch modules in Fremont system [Wood93], and the proposed SPAND system [Seshan97]  fall in the passive watch category. Note that one of the big concerns for active probing techniques is the impact of generated measurement traffic. Many of the research studies have emphasized their extreme cares in reducing the measurement traffic as much as possible. For load balancing systems, one possible way to reduce the measurement traffic is to utilize the packet stream of the server reporting traffic for measurement.





Cooperative (Shared) vs. Isolated.  Cooperative measurement means that there is a coordinated group effort  for measuring the network performance and for sharing the information. The network measurement results of  a remote site should be the similar for all the hosts in the subnet. By sharing the information, the redundant probing traffic can be eliminated. For a link connected to a busy router with many network interfaces, isolated probes from individual hosts have been observed to yield incorrect results due to the interference of other traffic. By having multiple sites launching probes through those multiple interfaces in a cooperative fashion, the properties of the link associated with the busy router can be measured. Almost all the measurement techniques reported were based on isolated uncoordinated  measurement.  Vern Paxon’s work involves the measurement of multiple Internet paths and requires coordination on the sender and receiver of the individual path. He does not address the cooperative measurement issues.  The proposed SPAND system is the first that takes a cooperative but passive measurement approach.





Layer of Protocol used.  Existing measurement techniques use protocols ranging from ICMP, UDP, TCP, to application layer protocols such as HTTP or FTP. The use of lower layer ICMP messages enable better timing in terms of sending and programming control. But it also requires additional computation to infer the throughput of higher layer protocols from the network layer measurement. Treno emulates TCP Reno congestion control algorithm but sends UDP packets. Vern Paxon’s probes consist of TCP bulk transfers of 100 Kbytes files over different Internet paths.  Tcpdump was needed to trace each transfer, 100-400 packets, at both the sender and the receiver. The trace files document the TCP data transfer in the forward path and the ack streams in the reverse path. The use of higher layer protocol for measurement has the benefit that the measurement are more accurate for the specific application,  but as Vern Paxon pointed out in his dissertation, it requires complex analysis to extract the network performance measurement data and to avoid  the influence of upper layer protocol mechanisms. 





On-line vs. Off-line. Some of the techniques were designed to capture the network behavior for long term longitudinal studies. They can afford a long off-line computation and  achieve more accuracy. Others were geared towards on-line immediate use, such as load balancing or server selection. A preceding long probe with 100Kbyte Bulk transfer is not acceptable for deciding which mirror site should a 4Kbyte web page access use. Vern Paxon’s measurement is designed for off-line analysis and is not intended to be used right away for load balancing. Similarly, the Fremont system was designed to collect network information in a journal database, and processing them off-line with the analysis programs.





Dealing with Difficulties and Anomalies in Internet Network Measurement


Latency, bandwidth, congestion level, packet losses, are all route related properties of a network path. The stability of routing affects the predictability of the network path behavior. It also generates the consistency problem for the Internet network measurement techniques.  Fortunately, Vern Paxon’s study shows that more sites has 85-99% of observing the dominant route. Among the route measurements, 68% of routes persist for days and among them, there is 90% chance that the same route remain unchanged for a week. 


Packet Loss


Packet loss can be the results of network congestion and transmission errors. To reduce the inaccuracy caused by the packet loss, multiple measurements are carried out and multiple probing packets are sent and hope that packets that are not lost provide enough samples for measuring the properties of  the network path.  To measure the packet loss rate itself requires both substantial sequence of packets sent and substantial measurement period. Also great care is needed to separate the measurement drop from the genuine network loss. The network interface card and kernel buffer overflow could cause the measurement packets to be dropped. Also the rate limiting in hosts or routers could be misinterpreted as packet loss in the network path. See Section 2.2.10. Protocols with congestion control mechanism that reacts to the packet loss, such as TCP, are less effective in dealing with packet loss measurement. Chapter 15 of Vern Paxon’s dissertation deals with packet loss. It reports 3.0% packet loss at the end of 1994 and 4.6% packet loss at the end of 1995.  The Internet packet loss rate seems to be increasing. The hourly variation in ack loss rate seems to match with the oft-observed of activity increasing over the morning hours and falling off during the late afternoon.  The ack loss rate pattern of North American connections are different from European connections.


Routing Pathologies


Some older routers did not set the  correct TTL of ICMP reply and  resulted in packet loss. Without enough TTL, those ICMP replies can not get back to the original querying host. This is a serious  problem for the traceroute. Routing can also result in out-of-order delivery and it can be detected by the use of the sequence number in the probing packets. Packet can also be corrupted. To deal with that, multiple packets or burst of packets can be sent and hopefully the correct estimates can be derived from the arriving samples. Packet can also be duplicated in the network due to malfunction of the routers or transmission systems. The use of the sequence number help detect the duplicate packets.


Routing Asymmetry


The two unidirectional paths between two end points can go over different routes due to the arbitration or hot potato routing phenomena. This is called routing asymmetry. The difference in paths prohibits the data measured on one path to be used to infer the behavior on the other path. NTP assumes the route symmetry and that the one-way propagation time can be approximated by half of the round trip time between the hosts. This assumption is used to compute the off-set time and synchronize the time server peers.  The existence of route asymmetry lead to error in the above time computation.  Recently GPS receivers also provide reliable time.  It provides a different solution to the time synchronization problem. Vern Paxon’s study shows that 50% of measured paths exhibits city-level route asymmetry�, and that the bottleneck bandwidth and delay are often asymmetric along the two directions of a path, and attribute the difference at least in part to the routing asymmetry.


Route Change


There is a need for consistency check among multiple measurements or self-consistency check such as hop n+1 is farther away then hop n. The host can observe the route change by comparing the TTL field of an IP packet from a known source [Claffy93b].


Route Flattering 


It occurs when the router selects alternative downstream routers for load balancing reason. It poses problems with constructing consistent measurements of network conditions. It will be difficult to compute unidirectional latencies for protocol such as NTP. It is also difficult to use “sender-only” measurement techniques. The round trip time and available bandwidth become difficult to measure, since packets will arrive at the destination out of order.


Routing in link layer (such as frame relay) 


With the existing of the frame-relay service, a hop on the IP layer may reflect a multi-segment in the frame relay mesh. This re-enforces the notion that the hop count is a bad metric for comparing performance in different network paths.


Firewall impact


The firewall may intercept the probing messages without proper replies. The UDP packet sent by traceroute set a hopefully non-existing port number field on the remote hosts.  The firewall may decide that the port does not belong to any service which the site would like to provide, and choose to drop the packet without returning the ICMP Time Exceed message.


Host with Multiple Interfaces


The measurement packet sends to the interface A could be replied by the interface B of the same host. The route to A and the route to B could be quite different. Note that the host names associated with these interfaces may not reveal that they are in the same host.


Limitation due to clock resolution


Vern Paxon showed that for clock resolution = 10 msec, which is a common value for older hardware or older OS, then for probing packet of size = 512 bytes, from the arrival of a signal packet pair, we cannot distinguish between bottleneck bandwidth qB=512/0.01sec=51,200 bytes/sec=409,600bits/sec, and qB=(. 





There are two ways to increase the measurement accuracy here. One is to increase the packet size. The other is to increase the clock resolution. The packet  size can be increased by sending bigger packet size. Bprobe sends the probing packets in bursts of increasing packet sizes until they are not allowed in the network. When the network’s allowed maximum packet size is reached, we can use the packet bunch approach to consider the group of packets as a unit and thus increase the measured size of packet length.   





The clock resolution in notebook pc we used in our LB testbed is about 0.3 msecs. The same for the sparc20 machine in our lab.  The clock resolution of SGI Indigo without the hardware clock is about 0.1 msecs.  Some SGI machines have 40 nsec high resolution clock. To measure 100 Mbps high speed network link with 512 byte packets, we need a clock resolution of 41 microseconds.


Rate Limiting Host


Some hosts set the rate limit on the generation of ICMP messages, says at most one per second. The entries in the traceroute report for these hosts or routers exhibit the so called “R-*-R” pattern, with the first and third probes replied and the second probe time-out. This could be misinterpreted as network packet loss. 


Changes in bottleneck bandwidth


Assume that the route does not change, the bottleneck bandwidth of a network path can still change due to the upgrade/downgrade of the congestion link segment, or due to the activation of additional bandwidth available triggered by the traffic volume.  Vern Paxon  reported that an interesting case where  the bottleneck bandwidth of an ISDN line jumps from 64 kbps to 128 kbps.


Multi-channel bottleneck links


Vern Paxon also observed that for a link with multiple independent channels, the time gap between a packet pair may reflect the higher downstream bottleneck bandwidth, since the second packet was sent over a separate channel immediately without waiting, in his case, the second ISDN B channel. The longer term plot of the packet arrival timing did show the aggregated bandwidth of the multi-channel link.  However, this type of  phenomena can result in incorrect estimation results, even in the absence of delay noise.  For narrow band ISDN, it may be easy to come up with an ad hoc fix on the measurement program.  As a general case, the bottleneck bandwidth of a  multi-channel link is difficult to measure. 


Congested Router with Multiple Interfaces


For congested routers with multiple interfaces, it will be difficult to achieve the consecutive queuing of probing packets from the same source. But the queuing effect is a must for measuring the bottleneck bandwidth.  One way to achieve the consecutive queuing effect in this case is the use of cooperative probing where multiple sources send the probing packet through the multiple interface of the router. Finding the set of probing sources that go through different interfaces of a router to the destination is a difficult problem. One possible approach is to compare the traceroute results from as a set of geographically separated probing sources and select from them a minimum subset of nodes with routes covering all the interfaces of  the congested router.


Validation of Measured Results


Exponential sampling


In Vern Paxon’s study, he used independent and exponentially distributed time interval between measurements. The purpose is to achieve two properties. One is that the measurements correspond to additive random sampling and therefore they are unbiased.  The other is to gain firm ground to claiming the approximation of unconditional probability. 


Self-Consistency Checks


In Internet measurement, it lacks a separate means for calibrating the measurements.  Therefore self-consistency checks are very important to discard incorrect measurements. For example, the use  of NTP may results in the clock adjustment  and the later packets may show a smaller timestamp or a sudden time advance. Chapter 12 in [Paxon97] includes an algorithm for detecting clock adjustments in packet traces. 


Robust Statistics


Since there are wide spread of noises in the Internet network measurements, median  can be used to summarize the central location of the distribution and rule out outliers.  Instead of variance, interquartile range or IQR [Rice95], which is the difference between 75th percentile and 25th percentile, can be used. 





Existing  Internet Network Measurement Packages


There are network probing programs  such as  ping [Muus83] and traceroute [Jaco88] that use ICMP or UDP packets to test reachability and the round trip delay to a destination node. The traceroute  also returns the route by showing the intermediate routers and their round trip delays from the source node.  Ping sends ICMP “Echo Request” packets to the destination.  The destination  replies with ICMP “Echo Reply” packet which copies the sequence number and data fields of original ICMP “Echo Request” packet.  When the ICMP “Echo Reply” packet is received, the sequence number and the data field can be verified and the round trip delay of the ICMP packets can be calculated by subtracting the departing time from the arrival time of the packet.  





Traceroute sends a sequence of UDP packets to the destination node. The first packet in this sequence has a Time-To-Life (TTL) field of 1. The first router receives this packet will decrement the TTL field and checks if it is zero.  If it is zero, the router sends an ICMP Time Exceed packet back to the source; otherwise it is forwarded. The next packet is sent with TTL of 2 and the second router along the path replies with ICMP Time Exceed packet. This process is repeated until the UDP packet reaches the destination  or it was determined by the border router that the destination network or the host is unreachable, and an ICMP Network/Host Unreachable Error packet is sent back. The UDP destination port is chosen to be an port number that is unlikely to be used. The destination host will reply with ICMP Protocol Unreachable or ICMP Port Unreachable packet. Based on the sending IP addresses in the returned ICMP packets, the traceroute program performs the reverse host name lookup and prints out names of the machines along the route.





Robert Carter and Mark Crovella at Boston University developed Bprobe/Cprobe programs which estimate the bottleneck and available bandwidth of a path using the same ICMP echo mechanism. Short bursts of ICMP “Echo Request” packets were sent to the destination. By measuring the time gaps of subsequent packets generated by the router of the slowest link, which is hoped to be preserved statistically, the bottleneck bandwidth of the slowest link along the path can be computed by dividing the number of bytes in the ICMP packet with the time gap measured.  Both the interleaving of other traffic in the slowest link and the congestion in the return path between the slowest link and the source can enlarge or reduce the time gaps generated by the slowest link. Bprobe deals with these situations by sending multiple bursts of ICMP “Echo Request” packets, and uses an efficient non-linear filter to generate the closer estimation. Cprobe estimates the available bandwidth by dividing the length of the burst with the time gap between the arrival times of the first and the last ICMP “Echo Reply” packets.     





SONAR is a proposed network service that allows a local client machine to ask for the proximity of a host, or a list of hosts [Moore96].  In their software distribution, they originally used hop count as a metric  and recently replaced it with the bottleneck bandwidth generated by Bprobe results.  Actually SONAR proposal emphasizes the client-server interface. The measurement metric can be replaced with any meaningful metric or combination of them. 





Treno is a  tool developed by Matt Mathis at Pittsburgh Super Computer Center. It measures the available bandwidth between two end nodes and can server as a  network diagnosis tool [Mathis96]. It was suggested to be extended and used an IP Provider Metric by IETF IPPM subgroup of Bench Marking Working Group. See http://www.psc.edu/~mathis/ippm. It emulates TCP Reno with SACK congestion control algorithm so that it is implementation independent. It sends UDP packets with increasing TTL along the path to the server to obtain hop-by-hop statistics and to perform diagnosis. It was suggested to run 10 seconds for slow start and window control mechanism to reach equilibrium.





The Fremont system developed by David Wood, Sean Coleman, and Mike Schwartz at University of Colorado at Boulder implemented techniques based on DNS and traceroute for determining which set of interfaces comprise the gateway [Wood93]. The system emphasizes the discovery of resources and network topology. The measurement of response time and bandwidth of connections are not addressed. A prototype software is available at ftp://ftp.cs.colorado.edu/pub/cs/distribs/fremont.





VitalSigns Software Inc. has a software package called Net.Medic which employs the TCP flow-based measurements at the client site by observing the HTTP session [Vita97].  It was reported to be integrated in Microsoft Internet Explorer Plus and Netscape Browser.
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