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1. Executive Summary

It has been a very exciting one week during my visit to the Fujitsu Laboratories. With the presentations and demo from colleagues of the IP xxx Group and the detailed discussion sessions with individual groups, I have appreciated better about the real problems facing by the engineers developing the IP XXXXX Systems.  I have provided my suggestions for each group. Through the discussion with my Fujitsu colleagues and my presentations on "Content Processing" and on my recent work on content switching, server measurement, load balancing and network measurement, we have found that very similar research activities were carried out at UCCS [Chow2001a,b,c] and FXXXX [Katsuyama2001] recently. 

We agree that IP Content Caching is very crucial to the Internet and there are still a lot of open and challenging issues in this area. The caching function is a key technique for improving the web access and for solving the so called  “First Mile” problem in the content delivery system. Traditional caching and content delivery system need to be enhanced to deal with QoS, dynamic content [Cao98, ESI2001], and streaming [Wang2001] issues. New techniques such as Adaptive Store will improve response time and efficiency of the content delivery system. Some fundamental research and development effort in this area is needed in order to have breakthrough or more efficient methods. We identified that cache server location problem to be critical in the design of content delivery system and the research experiences I had in resource allocation and web systems can have valuable contribution to this Fujitsu research effort. Content retrieving protocols that explore the diverse paths or utilize network available bandwidth can improve both the client access time and document delivery speed in the content delivery system. They are of common interest and our research collaboration could bear valuable results in the near future.

The rest of the report documents the research issues and technologies identified in cache server location and content retrieving. The discussion and suggestions with the individual groups are included in the Appendix A. 

2. Cache Server Location Problem

In the content delivery system, the cache server location problem can be defined as  

Given a network topology and certain traffic pattern, how to find one or several network sites for a set of cache servers that can provide the best average response time for all clients. 

In a generic case, it may involve several data centers, many ISPs, and millions of end users.  The solutions may include putting multiple cache servers at different location of an ISP. The input parameters include the speed and cache size of the cache server, and the number of cache servers.  It can be solved as operation research problem and it is similar to the resource allocation for multimedia multiparty connection problem in [Chow92]. XXXX

3. Request Routing Problem

Once the locations of data centers and cache servers are fixed, the next problem is to design protocols for routing or forwarding the requests to proper cache servers. The design goals are to provide fast, reliable delivery services that meet some SLA or QoS requirements.  The protocols include the cache group management protocol that dynamically divides the coverage areas of cache servers, and the content routing protocol for routing the request to cache server with lighter load and larger connection bandwidth [Zhang97]. XXXX

4. Improving Content Retrieval in Content Delivery System

Existing content delivery systems typically utilize single connection among a pair of servers.  Given the infrastructure of the cache server system, it is possible to establish multiple connections among clients, cache servers, and data centers. How to design content retrieval protocols that explore the possibility of multiple connections is an interesting research topic. 

To avoid the bandwidth limitation on a network interface or a particular route, indirect routes can be used.  The set up of indirect routes can be assisted with the network available bandwidth measurement techniques.  A request node can send queries out to a set of indirect cache servers or routing nodes for bandwidth information to the destination.  IP tunnel can be used to establish the connection for the indirect route, or special routing protocols can be designed.

Distributed packet rewrite technique [Aversa2000] was proposed to redirect request to mirror servers. Stripping idea was used to improve disk system performance.  They can be modified for improving the content retrieval in the content delivery system.

Appendix

A.1 XXXX

XXX.

Almeida and Cao (1998) has a paper on “Measuring Proxy Performance with Wisconsin Proxy Benchmark,” Proceedings of 3rd Web Caching Workshop, Manchester, England.

There is a Large Scale Active Middleware (LSAM) Proxy Cache project at ISI using multicast push to reduce the server and network load. 

The Adaptive web caching project [Zhang97] proposed by Lixia Zhang of UCLA, Sally Floyd and Von Jacobson of Lawrence Berkeley National Lab is worthy of special attention. Its objective is to develop a self-configuring, highly adaptive Web caching system to enable the World Wide Web as well as other data dissemination applications to scale to the dimension of the global information infrastructure and beyond. At a later stage, we will also investigate possibilities for the incremental deployment of our design into the existing manually-configured web caching infrastructure. The ultimate research objectives are to understand the behavior of large-scale systems made of heterogeneous and autonomous components, and to develop a basic set of architectural principles for building scalable, secure, robust, and high performance self-organizing distributed systems. The second phase of this project evolves the design efforts from the explorative studies into protocol development and implementation. Specifically two new protocols are developed, the Cache Group Management Protocol (CGMP), and the Content Routing Protocol (CRP). Through running CGMP, geographically and administratively distributed autonomous cache servers will organize themselves into an adaptive data transport substrate, and CRP will allow individual caches to make intelligent request forwarding decisions following the self-organizing behavior of data flows. They will integrate all the pieces together and demonstrate our protocols in a real network environment such as CAIRN, possibly interconnected with other testbeds such as vBNS.

A.2 XXXXXXX

XXXXXXXX.   

I suggested that multiple connections should be setup over diverse routes with indirect routes through other cache servers or edge nodes to increase the overall bandwidth. IP tunnels or new routing protocol may be required for those indirect routes. Pipelining requests over the same TCP connections help but need to consider the impact of content switching and window size buffer control on TCP.   I also provided UCCS student semester project reports on GFS (Global File System) and CODA file system since they are related to file synchronization.  

The distributed Web caching infrastructure paper, “Using Network-level Support to Improve Cache Routing” by Ulana Legedza and John Guttag of MIT is also very important. 

A.3 XXXXXXXXX

XXXXXXX. 

Shudong Jin and Prof. Azer Bestavros of Boston University showed in their  paper “Source and Characteristics of Web Temporal Locality” and many web traces exhibit measurable differences between degrees and source of temporal locality.

Dr. Mohit Aron’s Ph.D. thesis on “Differential and Predictable Quality of Service in Web Server Systems” is a good information source.

Banga and Druschel work on “Measuring the capacity of a web server under realistic loads” are related.  They also provided related source code and technical information in http://www.cs.rice.edu/CS/Systems/Web-measurement/.
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